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1. Introduction

“Perceptions of responsibility are a pervasive component of everyday live.”

(Engl 2018, p. 1)

People are constantly making decisions, the results of which often depend not only on
individual choices but also on the choices of others and can have consequences for others
who are not part of the decision process itself. For example, strategy decisions in companies
are often made by a board of directors rather than by individual managers, and affect (all)
employees. Policies for the people are decided by congresses, not by individual politicians.
In families, partners often decide together and not individually how to spend the household
money for the whole family (among others, see e.g. Katzenbach and Smith 1994; Kugler et
al. 2012). If such decision-making processes are transparent, i.e., if individual decisions are
observable (Bartling et al. 2015; Fischbacher and Schudy 2020), those affected can associate
who decides for or against them.

The pervasiveness of decisions is clear. However, there are still many unknown factors
regarding the judgment of affected parties, especially how each individual decision-maker is
held accountable for his decisions and the resulting outcome. The experiment by Bartling et
al. (2015), from which our experimental design is adapted, uses a sequential dictator game
with punishment and identifies the pivotal decision-maker as the focal point for attributing
responsibility. Duch et al. (2014) shed light on the prominent position of the proposer,
while a veto player is not held responsible for letting the proposal pass and thus doing
nothing. However, it is still an open question as to how these aspects combined may affect
the attribution of responsibility. More precisely, combining the sequential dictator game
of Bartling et al. (2015) with different (status) positions and the possibility to passively
implement decisions has never been done before and may provide a more nuanced picture of
how individual responsibility is attributed.

Thus, the focus of this study is on group decisions that have distributional consequences for
others not involved in the decision itself. Specifically, we are interested in how these affected
individuals evaluate the responsibility of the decision-maker for the individual choices and
the outcome resulting from group decisions. Therefore, we use a sequential group decision
with different roles and a preselected option that can be passively implemented. In particular,
we are interested in the interaction between (1) the (legitimate) procedure by which status
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positions are assigned and (2) the way in which decisions are implemented, either actively
or passively, on the attribution of responsibility to each individual decision-maker.

As in the experiment by Bartling et al. (2015), we use assigned punishment points as a
measure of responsibility. Thus, more punishment is equated with more responsibility. We
hypothesize that the active (passive) implementation of decisions and the legitimacy of status
differences lead to a stronger (weaker) correlation between responsibility and punishment.
Consequently, it is not necessarily responsibility that changes between treatments, but rather
the punishment for a given responsibility of a particular decision-maker. More specifically,
if a decision-maker chooses an unpleasant allocation but has a legitimate position or does
not actively decide, a recipient may be more likely to accept responsibility for an unpleasant
decision and less likely to punish. To simplify, we use assigning responsibility as a synonym
for assigning punishment.

Thus, this study aims to identify (additional) relevant factors that determine the attribu-
tion of responsibility by affected parties. Therefore, we focus on responsibility attribution in
a transparent and sequential group decision by using the experimental design of Bartling et
al. (2015) and extending it to two dimensions:

(1) Default Option: either an equal or unequal allocation is already preselected
and can be implemented passively.
(2) Status Differences: using two group-building mechanisms that differ in
their assessed legitimacy, we induce status differences and assign participants to
their roles as either decision-makers or recipients.

The first extension focuses on the default effect. Specifically, we examine whether decision-
makers are more responsible when the unequal allocation is actively implemented by an act
of commission, given that the preselected option is equal. Alternatively, implementing an
unequal allocation through an act of omission may absolve decision-makers of responsibility.
Here, three concepts are distinguished: omission, default options, and status quo. The default
is the preselected option (Gärtner and Sandberg 2017, p. 2) that may be implemented by
an act of omission, thus doing nothing (Shultz et al. 1981, p. 241) while the last one refers
to an alternative that has been implemented in the past (Samuelson and Zeckhauser 1988,
pp. 7-8).

Defaults are relevant in everyday life and often have far-reaching implications. Examples
include the recent discussion of mandatory vaccination against Covid19 (Serra-Garcia and
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Szech 2022), retirement savings (McKenzie et al. 2006; Carroll et al. 2009), and organ dona-
tion (Johnson and Goldstein 2003; Gimbel et al. 2003). Defaults are closely related to acts of
omission, since doing nothing usually implements the default option (Gärtner and Sandberg
2017, p. 2). In moral philosophy and psychology, there are many examples of evaluating who
is responsible for acts of omission, since the causal relationship is less clear (Vaal 1996, p.
169-170). For example, the famous ‘trolley problem’, where throwing a switch can save five
railroad workers by killing one person, while the default option is not to throw the switch,
so five people would be killed (Bartels 2008, p. 383). In hypothetical situations like these,
the question is whether a person is responsible for an active switch that saves five lives while
causing the death of one. Alternatively, is he more (less) responsible for actively deciding to
throw the switch than for failing to prevent it from being thrown?

In this respect, previous experimental results are quite clear. Unpleasant or harmful de-
cisions are more often implemented by acts of omission than by acts of commission (among
others, see e.g. Spranca et al. 1991; Vaal 1996). Acts of omission and choosing the default
are judged less negatively than commissions, although the outcome may be the same. Conse-
quently, harmful or unpleasant omissions and their resulting outcomes are less blameworthy
than commissions because the causal role and intentions of the decision-maker are less clear
(among others, see e.g. Ritov and Baron 1992, p. 50; Vaal 1996, pp. 169-170; DeScioli et al.
2011a, pp. 206-213). Given our design, passive implementation of an unequal allocation (as
it is preselected) is expected to result in less punishment than actively choosing the same
allocation.

The second extension is concerned with status differences between participants, or rather
who has the right to decide and allocate the endowment. In most experimental settings, roles
are assigned randomly, and even the random procedures vary, from coin tosses (Hoffman and
Spitzer 1985) to color chips (Butler 2014) to a computer randomly assigning roles (Bartling
et al. 2015). Since these procedures may not necessarily be considered fair or legitimate, a
superior role (such as the decision-maker) may not be accepted by the inferior roles (the re-
cipients), thus influencing the assigned responsibility and leading to more (less) punishment.
In general, a higher status is more likely to be accepted if it results from special expertise,
a central role, or an assigned task that influences one’s sense of responsibility and the as-
signment of responsibility by others (Weiss and Fershtman 1998, p. 802; Ball et al. 2001, pp.
161-162).

Whether these status differences are accepted, however, strongly depends on their em-
pirical legitimacy, i.e. the voluntary approval of the people (Hinsch 2008). In this context,
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legitimacy is a widespread and important phenomenon, implying that something is volun-
tarily accepted and seen as right, leading to stable (status) structures (Zelditch 2001, p. 40).
Whenever resources are unequally distributed between groups or individuals, justifying these
inequalities (e.g. through a legitimate mechanism) may increase their acceptance (Cremer
and Dijke 2009, pp. 114-115). However, advantaged and disadvantaged people must see the
mechanism as legitimate for it to be effective (Olson and Hafer 2001, p. 157). Consequently,
for our setting, this implies that if a legitimate group-building mechanism induces status
differences, acceptance rates of inequalities should be higher so that those affected are less
likely to punish.

However, it is still an open question as to what constitutes a legitimate mechanism for im-
plementing status differences and assigning roles in laboratory experiments. In a pretest, we
evaluate four mechanisms according to their legitimacy to assign different status positions.
Specifically, we use the Raven’s Matrices as a measure of cognitive ability (Putterman et al.
2011; Paetzel and Sausgruber 2018) and the final grade as a past-acquired characteristic
that is unrelated to the decision situation itself but provides information about intelligence
and knowledge (Wentzel 1991; Camara 2005). Third, the slider task developed by Gill and
Prowse (2019) is a typical example of a real-effort task that is easy to understand and does
not require knowledge. Finally, since a random procedure is quite common in laboratory
experiments and is used in Bartling et al.’s (2015) experiment, we include a random com-
puterized role assignment. We have already described the four mechanisms according to
our expected legitimacy assessment, although the legitimacy of a random procedure can be
evaluated in two ways. On the one hand, it is completely arbitrary and may therefore be
perceived as the least legitimate mechanism. On the other hand, participants show a pref-
erence for randomization (among others, see e.g. Agranov and Ortoleva 2017; Cettolin and
Riedl 2019), so that the reverse case, where a random procedure is rated as (most) legit-
imate, is also possible. As an unexpected result, the pretest actually finds that randomly
assigned roles are rated as the most legitimate, while the final grade is the least legitimate
mechanism.1 Consequently, we use these two to induce status differences in our experiment.

Furthermore, to our knowledge, the interaction of these status differences with a default
option implemented by an act of omission has not been investigated. Thus, our study aims
to fill this research gap by investigating two relevant processes: (1) the group formation
process and (2) the decision making process. The group-building process induces (legitimate)
status differences among participants by assigning them the role of either ‘decision-maker’
or ‘recipient’. Since the mechanism that induces these status differences is either more or less

1We will address this puzzle further in Section 6.1.4.
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legitimate, we expect this to affect the second process, the allocation decision.
As mentioned above, the main experimental design is adapted from Bartling et al. (2015).

It consists of a modified dictator game with second-party punishment, in which groups of six
are formed. Participants are equally divided between decision-makers and recipients, who
are determined by either a more legitimate (= random) or less legitimate (= final grade)
group-building mechanism. Three decision-makers decide sequentially by majority vote on
an allocation for their entire group. The allocation is either equal or unequal, with the
latter favoring the decision-makers. Since the total payoff for the group is the same, welfare
maximization considerations are irrelevant. One of the two allocations is already preselected
and will be implemented automatically after 30 seconds if no active choice is made. In a
second step, the three recipients can punish each decision-maker individually by assigning
punishment points that serve as a measure of responsibility.2

This setting involves a dyadic relationship between two positions that can be viewed from
two different angles: (1) What determines the decision of the decision-makers? (2) What
determines the reaction of the recipients? In this study, we take the second perspective
and analyze the punishment behavior of the recipients. Although the first perspective also
provides interesting points of reference, we focus on the second perspective. We believe that
the interaction of status differences with a default option seems to be more meaningful
and unpredictable for the attribution of responsibility. Nevertheless, we will provide a brief
overview of decision-makers’ choices.

The main result of Bartling et al. (2015), that the pivotal decision-maker is punished more
for an unequal outcome than the other decision-makers, cannot be replicated in this study.
Instead, choosing unequal (regardless of the outcome) and being the first person to make
an unequal choice leads to significantly more punishment points. Interestingly, we do not
find significant treatment differences even though the random group-building mechanism is
considered more legitimate, so the group-building mechanism does not seem to affect the
punishment decision. However, the preselected default option does have an effect. In some
situations, choosing the unequal allocation leads to more severe punishment when the equal
allocation is preselected. This suggests that more responsibility is assigned when the choice is
actively implemented. Possible explanations for this unexpected behavior and further details
are discussed in the second part of this study.

In summary, this study focuses on group decisions with distributional consequences for
others, while we are interested in how those affected assign responsibility, in terms of punish-

2Using punishment as a measure of responsibility is common in laboratory experiments (among others, see
e.g. Bartling and Fischbacher 2012; Bartling et al. 2015).
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Figure 1.1.: Main Structure

ment points, to the individual decision-makers. In particular, we are interested in the process
by which decision-makers and recipients are assigned to their roles and how decisions are
implemented, either actively or passively, as well as the interaction between both aspects
and their effect on punishment behavior. In line with our research agenda, we begin in the
first part with a review of the theoretical and experimental literature. In the second part, we
discuss the pretest and our laboratory experiment. Figure 1.1 visualizes the main structure
of our study, with responsibility attribution and punishment reaction highlighted in red. In
addition, the chapters and sections presenting the corresponding theoretical and empirical
literature are indicated for structural orientation.

In Chapter 2, we focus on responsibility attribution in groups. Therefore, we start with
a theoretical overview of definitions and theories, mostly from a psychological point of
view (Section 2.1), followed by experimental evidence on responsibility attribution regarding
decision-makers’ choices and, most importantly, recipients’ reactions (Section 2.2). The last
section (2.3) sheds light on a political dimension of responsibility attribution.

With the second chapter laying the groundwork for how responsibility is (could be) at-
tributed, Chapter 3 aims to complement this by focusing on the influence of the situational
context from an economic perspective. Therefore, we start with the way decisions are im-
plemented, either actively or passively, and provide theoretical and empirical evidence on
omissions and defaults as well as possible explanations for their choice (Section 3.1). We
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then turn to social norms (Section 3.2) and preferences (Section 3.3). Individual behavior
is often influenced by appropriate norms depending on the situational context (Fershtman
et al. 2012), while social and distributional preferences specify (subjective or objective) cri-
teria for how allocations should be distributed (Croson and Konow 2009). Finally, Section
3.4 is already a transition to the next chapter because it deals with procedural fairness, i.e.
the relevance of fair procedures from an economic point of view.

Chapter 4 specifies the group-building process, so how participants are assigned to differ-
ent roles or positions, and the importance of legitimacy in this context. The group-building
mechanism that leads to status differences must be accepted in order to be effective (Weiss
and Fershtman 1998; Ridgeway 2001). One way to achieve stable status differences is through
legitimate procedures that lead to greater acceptance of (unpleasant) decisions and payoff
inequalities (among others, see e.g. Olson and Hafer 2001; Levin et al. 2002). Therefore,
Chapter 4 provides a theoretical overview of the concept of status (Section 4.1), briefly re-
viewing its definitions and considerations in psychology and economics. Second, it provides
a theoretical overview of legitimacy (Section 4.2) by presenting its roots and implications for
status differences. The chapter concludes in Section 4.3 with experimental evidence from re-
lated studies and an overview of the group-building mechanisms typically used in laboratory
experiments to induce status differences.

Chapter 5 is devoted to bringing together the theoretical and empirical evidence from the
first part by providing a synthesis of what factors should (could) influence the attribution of
responsibility in our setting.

The second part of our study begins in Chapter 6 with the presentation of the pretest
(Section 6.1). The idea is to investigate which of the four mechanisms is rated as most
(least) legitimate, as well as a brief discussion of the resulting implications. Since a random
procedure is evaluated as the most legitimate, while the final grade is the least legitimate
mechanism, we provide explanations for this behavior. Then, in Sections 6.2 and 6.3, we
discuss our experimental design in detail and describe how we conducted the experiment
at the University of Hamburg. Since our experimental design is adapted from Bartling et
al. (2015), who use the strategy method while we implement the direct response method,
we provide a methodological overview of elicitation procedures in laboratory experiments
(Section 6.4.1) and replications in experimental economics (Section 6.4.2). Finally, Section
6.5 specifies our hypotheses based on Part 1, the synthesis in Chapter 5, and the pretest.

Then, in Chapter 7, we come to the results of our study and present how people actually
assign individual responsibility. Therefore, we start with a description of our sample (Section
7.1) and present the actual choices of decision-makers as well as the expected choices of
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recipients (Section 7.2). Then, in Section 7.3, we compare the rating behavior of the pretest
with the experiment and focus on the deservingness of the role. Section 7.4 is the main part
of this chapter and focuses on the punishment behavior of the recipients. After classifying
them into different categories (Section 7.4.1), we present an overview of punishment behavior
(Section 7.4.2), followed by probit and tobit regressions (Sections 7.4.3 and 7.4.4). We then
present further analyses in Section 7.4.5, including robustness checks, compare our results
with those of the Bartling et al. (2015) experiment (Section 7.4.6), and conclude with a
comparison between actual and expected punishment (Section 7.4.7). The final chapter,
Chapter 8, concludes by summarizing and discussing our study and results.
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Part I.

Responsibility Attribution, Default-Effect
and Status Differences - Theory and

Evidence
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2. Responsibility Attribution in Groups

“A fundamental assumption across all attribution theory models is that individuals have
a need to infer causes and to assign responsibility for why outcomes occur. The moti-
vation to assign responsibility is strongest when an event is surprising or unexpected.”

(Blount 1995, p. 132)

The concept of responsibility and who is held responsible is prevalent in many everyday
situations. Because of its importance, it is examined in many disciplines, from economics
and psychology to philosophy and the legal field. Holding people responsible for ethical,
moral, or legal transgressions and sanctioning these violations is crucial for social control
(Schlenker et al. 1994, p. 632; Alicke 2000, p. 556). In the legal domain, for example, many
researchers identify causation as a prerequisite for responsibility, which is necessary to be
liable. Without causation, there should be no legal liability and, thus, no sanctions (among
others, see e.g. Hart and Honoré 1985; Epstein 1973). In psychology, two dimensions are
commonly distinguished: on the one hand, causal responsibility for an unpleasant outcome
(= harm) and, on the other hand, the intention to harm, with the latter being closely related
to various mental states, such as the beliefs or desires of the actor. Cushman (2008) specifies
that the assignment of responsibility is strongly linked to the actual harm caused by the
decision-maker (p. 354).

Numerous theoretical and empirical studies have addressed the question of how responsi-
bility should be assigned and what exactly the relationship between causation and responsi-
bility is (among others, see e.g. Shultz et al. 1981; Darley and Shultz 1990). In examining the
attribution of responsibility two prominent lines of research exist. First, some scholars focus
on the causality of the actor, so how the decision-maker’s causal role determines the assigned
responsibility and what (potential) factors mitigate his responsibility (among others, see e.g.
Mikula 2003; Malle et al. 2014). The second line of research focuses on the action’s causality
and the impact it has in realizing the (unpleasant) outcome (among others, see e.g. Spellman
1997; Chockler and Halpern 2004). Thus, Section 2.1 starts with a definition of causality
and then reviews these theoretical lines of research.

The present study is concerned with the economic perspective, in which responsibility
attribution is examined using laboratory experiments. Therefore, in Section 2.2 we assess
the most relevant experiments of individually assigned responsibility for collective decisions.
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Some notable experimental studies focus on the assigned responsibility in sequential voting
settings (Duch and Stevenson 2014; Bartling et al. 2015; Anselm et al. 2022), examine the
role of proposal power (Duch et al. 2014) and agenda power (Fischbacher and Schudy 2020).

Since group or committee decisions play an important role in the political sphere, whether
in the parliament or within a political party, an extensive literature deals with the attribution
of responsibility in political science. Of particular interest is the evaluation of a political
institution, such as the parliament or the incumbent party, and the influence of voting rules.
Section 2.3 aims to provide a short overview of the most relevant theoretical and empirical
findings in political sciences to specify relevant aspects for the attribution of responsibility.
More specifically, the political perspective identifies the pivotal voter (Shapley and Shubik
1954) and the value of incumbency as relevant clues for the attribution of responsibility.
Additionally, the voter’s economic performance (Kinder and Kiewiet 1981) and sophistication
(Gomez and Wilson 2003) are highlighted and classified in a broader context.

2.1. Theories of Responsibility Attribution

This section provides an overview of the main models and theories dealing with the attribu-
tion of responsibility and moral judgments. It highlights the relevant dimensions and factors
that have an impact on responsibility. Of course, far from being mutually exclusive, they
sometimes overlap, while other considerations may also affect the attribution of responsi-
bility, which cannot be all presented here. Generally, two dimensions of causality can be
distinguished: (1) causality of the actor, (2) causality of the action, and (3) their combina-
tion. Before turning to present each of these dimensions at a time, we start with a definition
of causality. Nearly all models have been tested empirically (mainly using vignette stud-
ies) and confirmed in these parochial design contexts. However, they have not been tested
against each other. Thus, no conclusion about the overall effect and the best-predicted model
of responsibility assignment is possible.

2.1.1. Definition

The relationship between actions and the resulting consequences is almost always relevant
when thinking about decisions. More specifically, does a change in Y lead to a change in X,
or is the relationship inverse, so that X changes Y? Thus, to predict the consequences of
actions, it is necessary to determine the (causal) relationship between them – that is, the
direction of action (Orcutt 1952, pp. 305-306). A correlation between two variables X and
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Y does not imply a cause-effect relationship since correlations are usually symmetrical. In
contrast, causality is defined as an asymmetric concept, i.e., a relationship in one direction
(X causes Y). This concept is based on the idea that the cause is not downstream of the
induced effect (Orcutt 1952, p. 305). A causal asymmetry implies “that one can use causes
to manipulate their effects, but not vice versa” (Hausman 1986, p. 143).

According to Hume (1948), a causal priority, in the sense that a cause precedes the cor-
responding effect, is the central aspect of the asymmetric relationship between cause and
effect. In other words, the statement that Y is a cause of X is valid if the two are causally
related, while X must causally precede Y (Mackie 1974, p. 51). Thus, if Y is a cause of X,
this means that a change in Y leads to a change in X that would not have occurred if Y had
not changed. Of course, X could also change because of some other unknown factor (Orcutt
1952, pp. 305-306). For example, a choice in a dictator game (Y) causes the outcome (X) and
a dictator chooses unequally, so that the unequal outcome is implemented. Then a different
choice (equal instead of unequal) leads to a different outcome (here the equal outcome) that
would not have occurred if the choice (Y) had not been changed from unequal to equal.
Consequently, we define causality in this study as follows.

Definition 1: Causality

Causality is an asymmetric relationship between two variables in which one variable
causes and precedes the other. A change in the cause entails a change in the effect,
but not vice versa.

There are many statistical tests and procedures to identify a causal relationship. For
example, in economics, the concept of Granger causality is often used in the analysis of
time series data to determine the relationship between two variables when the effective
direction is a-priori unknown (Granger 1969, 1988). As we do not have time-series data in
our experimental setting, this aspect is not further discussed here.

2.1.2. Causality of the Actor

The presented models in this section are classified as decision-stage models consisting of a
stage-like framework.3 They are normative and specify how people should assign respon-

3This expression is based on the classification of Langenhoff et al. (2021), who classified the models in
decision-stage models and computational models. However, the idea of a stage-like framework has its
roots in the early approaches of psychologists and philosophers such as Kohlberg (1969).
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sibility, while they do not convey explanatory factors for this assessment. A further stage
is only reached when all conditions of the previous stage are met. Therefore, these models
start with a causal analysis of the decision situation and then address further relevant fac-
tors for assigning responsibility. The evaluation criteria at each stage are quite different and
range from objective factors (like causation) to subjective factors, such as foresight and in-
tention (Alicke 2000, p. 557; Langenhoff et al. 2021, p. 3). In the following, the most relevant
decision-stage models are presented.

Early Approaches

One of the earliest concepts in the field of responsibility attribution is the work of Piaget
(1932) and Heider (1958). Piaget (1932) begins by focusing not only on the outcome of
an action, but on the intention behind that action. Heider (1958) never defines a clear
concept of attribution, but uses five different dimensions to define how responsibility is
assigned. These five dimensions are association, commission, foreseeability, intentionality,
and extenuating circumstances. Thus, the decision-maker must be associated or related to
the outcome, the outcome must be the result of a committed act (active choice), and the
outcome must be foreseen. Moreover, a person is responsible only for intended results; if
extenuating circumstances exist, they may reduce the personal responsibility (pp. 112-114).
This early classification already contains essential aspects, such as causality, intention, and
commissions that are relevant for attributing responsibility and will be further addressed
throughout our study.

Based on the notion of Heider (1958), Shaver (1985) proposes an approach that is one of the
most comprehensive approaches on responsibility. It distinguishes five different prescriptive
dimensions that a person might use to attribute responsibility. These dimensions are as
follows:

• Causality means that the decision-maker is a (direct) cause of the outcome.

• Knowledge implies the decision-maker being aware of the consequences.

• The degree of the intention behind the action is considered intentionality.

• Strong (external) forces, such as coercion, mitigate the responsibility for an intentional
action.

• The decision-maker has to be aware of the (moral) wrongfulness of his action.
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Shaver (1985) chooses to sequence these dimensions as people might proceed in assigning
responsibility (pp. 101-113). Thus, causality is required for assigning responsibility, as is the
awareness of the resulting consequences and the intention behind the action. Assuming the
decision-maker is not causally responsible for the outcome or is unaware of the (potentially
harmful) consequences of his actions, he is not considered responsible. Moreover, the use of
coercion by an outsider may mitigate the assigned responsibility. Thus, someone may be the
cause of an outcome by having control over the implementation, but is not held accountable
due to mitigating circumstances – for example, a student who does not try hard to get a
better grade because he decides (voluntarily) to support his ill mother at home (Weiner 1993,
p. 959).

These early approaches and examples already show the multidimensional construct of
responsibility attribution, where several dimensions and factors are relevant. The multidi-
mensionality is further analyzed in Gailey and Falk’s (2008) study. They use two vignette
studies (with more than 600 undergraduate students) to empirically test the five dimensions
of responsibility attribution developed by Shaver (1985). Participants are required to rate 20
questions corresponding to the five dimensions on a scale of 0 to 10. Gailey and Falk (2008)
show that the theoretical model works quite well as a multidimensional concept. People fo-
cus on four of the five dimensions when attributing responsibility, more specifically, on the
cause, knowledge, and intention of the actor, as well as whether the actor is aware of the
wrongfulness of his action (p. 672).

Summary 2.1: Early Approaches on the Attribution of Responsibility

People consider different factors when assigning responsibility. Consequently, the at-
tribution of responsibility may vary depending on the situational context and between
people if they have different contextual beliefs.

However, these early models do not focus on the precise relationship or causality between
the various factors and dimensions. Therefore, the following sections focus on more advanced
models that show a (causal) relationship between different aspects of responsibility attribu-
tion, thereby influencing the decision to punish.

Further Relevant Models and Concepts

One of the first attempts to examine the relationship between causation and (moral) respon-
sibility in more detail is made by Shultz et al. (1981). Their theoretical model, visualized
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in Figure 2.1, illustrates the relationship between causation, moral responsibility, and pun-
ishment. It defines responsibility as the (moral) evaluation of the decision-maker’s action.
Punishment is the consequence of causing harm, which occurs when responsibility for the
harm is assigned (pp. 239-241).

Figure 2.1.: Relationship between Causality, Moral Responsibility and Punishment

Shultz et al. (1981) specify that “a cause concerns the issue of whether or not the harm
was produced by the protagonist, moral responsibility refers to the extent to which the
protagonist is worthy of blame, punishment deals with the recommended consequences of the
protagonist” (p. 242). Thus, to assess a person’s responsibility, the decision-maker’s causal
role is a predisposition, which, in turn, is a predisposition of punishment. If the decision-
maker is not seen as the cause and as (moral) responsible for the outcome, punishment
considerations do not arise (Shultz et al. 1981, p. 250).

In this context, an action is defined as the cause of an outcome if another action changes the
outcome (Wells and Gavanski 1989, p. 161). Following the legal argumentation, a necessary
condition means that the decision-maker is worthy of harm if the unpleasant outcome only
occurs because of his action. In contrast, a sufficient condition states that a decision-maker
is the cause of harm if his action deviates from the appropriate norms and violates the
normative standards of the situation. Shultz et al. (1981) summarize this as follows: “The
essential logical properties of necessary conditions can be represented as q only if p, and those
of sufficient conditions as if p then q” (p. 239). In this respect, p stands for the decision-
maker’s action and q for the resulting unpleasant outcome. If the decision-maker’s behavior
is a necessary condition for the harm, he is also morally responsible for his action and suffers
a higher punishment probability. In contrast, actions that are a sufficient condition do not
influence the judgment of causation (Shultz et al. 1981, p. 245).

An extension of the previously presented approach is the Shultz-Schleifer Model (see Figure
2.2). It additionally addresses the role of blame and distinguishes two forms of responsibil-
ity. One is moral responsibility, as described above, and the other is vicarious or passive
responsibility. According to the Shultz-Schleifer Model, there are situations in which blame
is assigned without the decision-maker’s causality. For example, parents are vicariously liable
for their younger children. As can be seen in Figure 2.2, moral responsibility presupposes
causation, blame presupposes moral responsibility, and punishment presupposes blame (Dar-
ley and Shultz 1990, p. 531). Consequently, the decision-maker is not morally responsible if
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the harm is accidental (i.e., caused without any intention to harm anyone), involuntary (i.e.,
caused under coercion), or if the harm was not foreseen.

Figure 2.2.: The Shultz-Schleifer Model

Three other models, extending the relationship between causation, responsibility, and
punishment, are the triangle model by Schlenker et al. (1994), the culpable control model
by Mark Alicke (2000), and the Path Model of Blame by Malle et al. (2014). Since each of
them highlights at least one interesting aspect, they are (briefly) presented here.

The triangle model by Schlenker et al. (1994) specifies parts of the personal identity as
determinant for the attribution of responsibility. Three main criteria (or links arranged in a
triangle) are defined. (1) The first criterion concerns the relationship between the behavior
and existing cultural prescriptions. These rules contain explicit or implicit information about
the goals and norms for behavior and the appropriate way to achieve them, and are used
to guide and evaluate the behavior. (2) The second criterion analyzes whether the actor
acts according to these prescriptions. (3) The third one considers whether the actor acts
voluntarily and intentionally. Thus, the actor seems to be connected to the event and the
relevant prescriptions, especially by having personal control over the event (Schlenker et al.
1994, pp. 634-635).

The culpable control model by Alicke (2000), which is complementary to the triangle
model of Schlenker et al. (1994), identifies conditions that reduce or increase the assigned
blame. The model identifies three dimensions of personal control relevant for the blame
assignment, which are (1) the mental state, i.e., a person’s desires, plans, or motives; (2) the
behavior itself, i.e., the actual action, which can be performed either actively or passively; (3)
the resulting consequences, i.e., the outcome (p. 557). Therefore, the model cites intention,
causation, and (or) foresight as aspects of personal control that can increase or decrease the
assigned blame. Unlike other models, personal control can be downgraded in the culpable
control model, so that different degrees of blame can be assigned (Alicke 2000, pp. 559-570).

An interesting aspect is highlighted by Cushman (2008). Using vignette studies, he ex-
amines the distinction between judgments of wrongness and blame. Here, the former is
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determined by the decision-maker’s beliefs and desires and the latter by the actual conse-
quences of an action. For the wrongness of an action, the intention of the decision-maker is far
more important than the consequences of his action. This supports the idea that a decision-
maker’s causal role and intentions are relevant for assigning blame and punishment (p. 360).
Additionally, in evaluating a behavior to be wrong, it is relevant whether the decision-maker
himself believes in causing and striving the outcome irrespective of the actual implemen-
tation of the unpleasant outcome (Cushman 2008, p. 363). For example, an action may be
classified as wrong but not blameworthy if it does not lead to negative consequences.

The Path Model of Blame by Malle et al. (2014) embeds blame judgments in a conceptual
structure emphasizing the relation between blame, causality, and intention. In order to blame
someone, different psychological processes take place, in which causality, intentionality, and
reasoning are at the center and determine the assigned blame for an event.4 Additionally,
intentions or non-behavior, such as omissions, are also part of this approach. Two necessary
conditions must be met for someone to be judged blameworthy: (1) norm violation and (2)
the decision-maker’s causal role. If a decision-maker is identified to be the cause of the norm
violation, questions about the intentionality of his action arise, where the distinction between
intentional and unintentional actions is fundamental. Furthermore, mitigating reasons of in-
tentional acts alleviate the assigned blame. Whenever an action is classified as unintentional,
it is considered what the decision-maker should (obligation) and could (capacity) have done
differently. If the unintended action could have been prevented, the comparison to available
alternatives determines the blame assignment (Malle et al. 2014, pp. 151-156).

Summary 2.2: Causality of the Actor

These theoretical considerations identify the causal role and the intention of the actor,
his control over the action, acts of omission and commission, and norms defining
the appropriate behavior to influence the assigned responsibility and may, therefore,
interact with each other.

2.1.3. Causality of the Action

The second category of models focuses on formal tools such as logic, probability, and coun-
terfactual thinking. Thus, an action’s causal role, rather than the person behind the action,

4In their sense an event can be either an outcome (it is possible that no person is involved in an outcome)
or a specific behavior (= action) of a decision-maker (Malle et al. 2014).
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determines the outcome. The idea of mental simulations and the imagination of possible al-
ternatives, proposed by Kahneman and Tversky (1982), has a lasting impact on psychological
causality research. The so-called counterfactual thinking involves the (subjective) imagina-
tion of other possible alternatives the decision-maker could have chosen and the probability
that the outcome would have occurred under those alternatives. A different (better) out-
come that could have occurred if the decision-maker had chosen a different alternative is
considered. Thus, counterfactual thinking is relevant in determining the perceived cause of
an outcome (Mandel and Lehman 1996, p. 450).

When people evaluate an outcome or action based on other possible alternatives, they
mentally construct a different reality, which is then used as a reference point for the actual
action or outcome, even though this may lead to inappropriate evaluations (Wells and Ga-
vanski 1989, pp. 161-167). Mandel and Lehman conclude that “in counterfactual terms, an
omitted event may be mentally added and a committed event may be mentally subtracted”
(p. 453). Even if the meaning between both statements is the same –“If only I had stayed
awake” and “If only I had not fallen asleep” – they are described in additive or subtractive
ways (Mandel and Lehman 1996, p. 453).

The following three theoretical frameworks of causality, counterfactual thinking, and re-
sponsibility attribution have been selected for their explanatory power for the subsequent
analysis of this study. Each of these frameworks not only focuses on the attribution of respon-
sibility per se but also includes grads of responsibility. This allows the earlier considerations
to be extended from yes/no statements to analyses involving gradations of responsibility.
Additionally, all of them focus on more than one actor, i.e., a group of decision-makers.

Spellman’s (1997) crediting causality hypothesis addresses the question of how people
attribute causality to multiple events that sequentially contribute to an outcome. Each se-
quence determining the final outcome is evaluated on the probability of changing the out-
come. Then, causality is assigned based on the relative contribution of each sequence. The
so-called counterfactual reasoning refers to thinking about alternatives or what might have
happened if an earlier action (or sequence) had not occurred (pp. 323-327). Summarized,
causality is attributed to the probability that each event could have changed the outcome.
Thus, the (exact) order of an event in a chain affects the assigned causality and, there-
fore, responsibility for an outcome. Two different chains are distinguished: first temporal
chains, in which two or more independent events contribute to the outcome. Second, there
are causal chains, in which events are not independent, so that earlier events cause later
ones. The attribution of causality is different between the two chains. In temporal chains,
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the last event is considered more causal than the first, whereas in causal chains, the first
event is seen as more causal (Spellman 1997, pp. 324-325). The idea of causal chains is not
new as Kahneman and Miller (1986) have already dealt with them. However, they regard
them on a more general level when it comes to multiple events that determine an outcome.
The crediting causality hypothesis also explains why acts of omission are considered as less
causal than acts of commission. Acting changes the probability of the outcome, so more
causal responsibility for the outcome is assigned. In contrast, as an act of omission does not
change the outcome probability, no (less) causal responsibility is attributed (Spellman 1997,
p. 345).

However, a causal action can also be the first person in a decision chain initiating the
sequence that leads to the outcome (Spellman 1997). This is quite relevant for this study,
as the decision-makers decide sequentially in a chain of events. If our decision situation is
interpreted as a causal chain, it would be logical to punish the first decision-maker, who
chooses the unequal allocation, since he is considered more causal for the negative outcome.
In this regard, the crediting causality hypothesis can explain why the first decision-maker
receives more punishment points than the second and third. Additionally, if the unequal
allocation is preselected and can be implemented through an act of omission, this does not
increase the probability of implementing the unpleasant outcome. Consequently, less or no
causal responsibility is assigned, which we specify in the following working hypothesis.

Working Hypothesis 1 (Initiation) In a causal chain, we assume that the first decision-
maker is held more responsible as he starts the decision sequence.

Often causality is assigned in a definite way, with someone either being causal or not, so
that no gradation of causation is considered. One approach that differentiates the degree of
assigned responsibility is the Structural Model Approach by Chockler and Halpern (2004).
Furthermore, the relationship between causality, counterfactual thinking, and responsibility
is examined in more detail. In their understanding, causality depends on counterfactual
thinking, which means that the outcome would not have occurred if the action had not
taken place. Therefore, the authors specify that “A is a cause of B if B counterfactually
depends on C under some contingency” (p. 94).

Since many outcomes depend on these contingencies, the degree of A’s responsibility for
B is defined as 1/(N+1), where N determines the minimum number of changes for B to
be counterfactually dependent on A. More practically, if three decision-makers decide with
a majority vote between an equal and unequal allocation, and they all choose the unequal
one, then, the degree of responsibility of each decision-maker is 1/2, since two changes are
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required to implement the equal outcome. Although not explicitly named pivotality, this
definition implies that the decision-maker who finally determines the outcome is responsible
for it if some other (better) action could have changed the outcome (Chockler and Halpern
2004, pp. 94-95). Since pivotality is an important concept in this study, the following defini-
tion clarifies how pivotality is defined here.

Definition 2: Pivotality

Being pivotal means determining the final outcome insofar as choosing another action
would not have been implemented the outcome.

Based on pivotality as an important determinant of responsibility attribution, we formulate
the following working hypothesis.

Working Hypothesis 2 (Pivotality) We expect the pivotal decision-maker to be seen as
more responsible than the non-pivotal decision-maker.

The responsibility measure, developed by Bartling and Fischbacher (2012), predicts, that
more responsibility is assigned when a decision-maker has a more considerable impact on
the probability of implementing the unfair allocation. If the action does not increase the
probability of an unfair outcome, it is zero, while more responsibility is assigned in proportion
to an increase in this probability. Again, the decision-maker with the largest impact in
determining the outcome is considered more responsible, thereby the pivotal decision-maker
(p. 74).5

A recent work of Engl (2018) uses the Structural Model Approach as a starting point. It
captures how to assign responsibility for a decision made by multiple decision-makers and
focuses on an individual’s causal effect in determining the outcome, the so-called causal re-
sponsibility. The individually assigned responsibility is characterized as the distance of being
pivotal, i.e., the minimum number of changes (in terms of actions) to make the decision-
maker pivotal (pp. 1-3). The actor’s causal responsibility is determined by two forms of
responsibility: ex-post and ex-ante responsibility. An agent is ex-post causally responsible
if he is pivotal for the resulting outcome. The more an agent is away from being pivotal,
the smaller his ex-post causal responsibility is. Ex-ante causal responsibility deals with un-
certainty about the extent of ex-post causal responsibility for a given action. This means
that if the actions of different actors have different probabilities in determining the same

5For the exact formalization see Bartling and Fischbacher (2012), pp. 84-86.
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outcome, their ex-ante causal responsibility is different, even though they have the same
degree of ex-post causal responsibility. Even for outcomes that are not implemented, the
notion of ex-ante responsibility can assign responsibility to agents who may have been piv-
otal for those unimplemented outcomes, although the ex-post causal responsibility would
be zero (Engl 2018, p. 3). Engl (2018) uses the experiment of Bartling et al. (2015) to un-
derline the predictive power of his theoretical approach for sequential voting situations by
emphasizing that the punishment behavior can be correctly predicted with his model (p. 28).6

Summary 2.3: Causality of the Action

Summarized, the previously addressed theoretical concepts focus on the action as
causal responsible for the implemented outcome, where two contradictory perspectives
are possible. When the decision-process is seen as a chain, the last action is considered
more responsible in temporal chains while the first action is more responsible in causal
chains. Alternatively, the notion of pivotality views the action finally determining the
outcome as most responsible.

2.1.4. Actor and Action Causality Combined

So far, most of the theoretical research on counterfactual reasoning has focused on the result-
ing outcomes rather than on the criteria for assigning blame and the factors that mitigate
(or reinforce) the assigned responsibility. The Structural Model Approach analyzes the rela-
tionship between counterfactual reasoning and responsibility from a theoretical perspective
and describes it formally but does not take morally relevant factors into account, such as
intentions or mental states of the decision-maker (Alicke 2000, p. 556; Chockler and Halpern
2004, p. 95). This section discusses two closely related theoretical frameworks that consider
both the causal role of the actor and the causality of the action.

Gerstenberg et al. (2018) propose a theoretical framework that encompasses these two
dimensions of causality. They consider the causal role an action played for the resulting
outcome and what the action reveals about the decision-maker. Therefore, they provide an
approach to make quantitative predictions about how people assign responsibility. To do this,
they use Chockler and Halpern’s (2004) Structural Model Approach to capture the causal role
an the action plays (i.e., thus how close it is to pivotality) and extend it by a Bayesian model
that allows inferences about the nature of the decision-maker. Hence, their framework builds

6More details on the applicability to our study is given in Chapter 7.
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on two distinct processes. The first process involves an individual component: the expected
behavior in the future. The decision-maker is considered less blameworthy if actions could
lead to behaving correctly in the future (and vice versa). The attribution of responsibility
is strongly linked to expectations, comparing actions to normative standards. The second
process measures the pivotal role of the decision-maker, where the more blame is assigned
the closer his action is to pivotality. Thus, the decision-maker cannot be held responsible if
he is not causally related to the outcome (Gerstenberg et al. 2018, pp. 122-126).

Langenhoff et al. (2021) extend this framework by specifying the two processes in more
detail. The first involves a ‘dispositional inference’ about the character of the decision-maker
that is drawn from his action. Based on the decision context and the decision-maker, the
judging person builds expectations of how the decision-maker will act in the future. If the
action and the expectation differ, other (observed) uncontrollable factors are considered so
that the decision-maker is not held responsible for factors beyond his control (pp. 1-2). As
before, the second process includes the causal role of the decision-maker in determining the
outcome – that is the distance from being pivotal. Consequently, the more the decision-
maker’s action influences the outcome, the more responsibility is assigned (Langenhoff et al.
2021, pp. 1-2).

Summary 2.4: Causality of the Actor and the Action

Summarized, pivotality, the expected behavior in the future, and the decision-maker’s
control over his action determine the assigned responsibility.

2.2. Experimental Evidence of Responsibility Attribution in
Group Decisions

2.2.1. Decision-makers’ Choices

Compared to a single decision-maker, group decisions are more strategic and selfish (see e.g.
Cason and Mui 1998; Luhan et al. 2009; Panchanathan et al. 2013). In a meta-study of more
than 200 experimental results on dictator games, Engel (2011) shows that significantly more
selfish decisions are made when the decision is shared with others (OLS regression with no
treatment dummies, Coef. −0.108, p < 0.1) (pp. 601-602).

Experimental evidence shows that a group context increases moral transgressions because
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the perceived responsibility is diffused and unethical behavior is hidden behind the group
(among others, see e.g. Falk and Szech 2013; Bartling et al. 2020; Falk et al. 2020). Falk
and Szech (2013) investigate that market interaction leads to decreased moral values and
increased moral transgression, i.e., killing a mouse. For repeated interactions, Bartling et al.
(2020) are unable to conform this result. They exhibit an erosion of moral values due to
repeated interactions and not the market institution. For decisions involving moral trans-
gression, Feess et al. (2020) find an impact of the voting threshold (the number of votes
required). Sharing a decision with a group reduces one’s own feeling of guilt, and most im-
portantly, guilt is shared with others. Even if a decision-maker chooses an unfair or selfish
allocation, the guilt is divided among the entire group, making it easier to act selfishly (Bat-
tigalli and Dufwenberg 2007; Rothenhäusler et al. 2013). Consequently, guilt sharing and
consensual voting are identified as motives for moral transgressions.

Group composition affects behavior in that groups with more women are more kind to
external parties (Cason et al. 2022) and are generally more generous and egalitarian oriented
when composed of more women than men (Dufwenberg and Muren 2006). In a meta-analysis
of the standard dictator game with given endowment, Bilén et al. (2021) identify women as
giving on average 4 percentage points more than men, which is statistically significant.7

A recent experiment by Brütt et al. (2020) is related to our study in some dimensions, as
it examines the diffusion of individual responsibility on the selfishness of group decisions. In
a binary dictator game with groups of three, two dictators simultaneously vote on a selfish
or unselfish allocation, which is implemented if both choose it. If no agreement is reached,
the default allocation is implemented. The authors firstly vary the default option, either the
selfish (A) or unselfish (B) allocation, so that individual pivotality cannot be diffused in the
default option B (as both must vote on A to implement the selfish option). Second, the group
formation process is varied in that groups are formed either exogenously or endogenously,
while in the latter individuals choose if they want to decide individually or in a group with
an announced selfish or unselfish default (pp. 5-6). As a result, the selfish option is not
chosen significantly more often when groups are formed exogenously (A: 0.38 vs. B: 0.36,
Fisher-Pitman permutation test (FFP), p = 0.373), whereas there is a significant difference
in endogenously formed groups choosing the selfish default significantly more often (A: 0.38
vs. B: 0.25, FFP, p < 0.01). Thus, endogenously grouping reinforces selfish decisions when
the selfish choice is presented as the default. Additionally, selfish individuals8 choose a group

7In the meta-analysis of Engel (2011) women give, on average, 5.8 percentage points more.
8Participants are classified as selfish (respectively pro-social) depending on their choices with exogenously

formed groups. Choosing the selfish option A, irrespective of the default, classifies someone as selfish
while voting for the unselfish option B, irrespective of the default, means being prosocial (Brütt et al.
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with a selfish default-option, where individual responsibility can be diffused, significantly
more often (35%) than with an unselfish default (20%) (FFP, p = 0.015). In contrast, proso-
cial individuals are significantly more likely to join groups in which the unselfish option B
is declared as default, such that the unselfish option can only be implemented if both group
members choose the selfish option A (39% vs. 56%, FFP, p = 0.002). Consequently, the
differences between endogenously formed groups are the result of a self-selection behavior of
individuals (Brütt et al. 2020, pp. 10-15).

Summary 2.5: Experimental Evidence on Decision-makers’ Choices

Overall, these experiments highlight that decision-makers are more selfish and are more
likely to commit moral transgressions in a group setting. Pivotality is not as obvious
as in an individual choice setting as responsibility is diffused. Repeated interactions
further decrease moral values and selfish defaults lead to more selfish choices.

Next, we turn to the recipients side and focus on how they attribute responsibility to
decision-makers.

2.2.2. Recipients’ Reaction

The experiment by Bartling et al. (2015) is the closest to this study as the experimental
design is adapted from it. Bartling et al. (2015) analyze individual responsibility in a se-
quential voting setting, in which three decision-makers decide sequentially over an equal or
unequal allocation for the whole group of six.9 The equal allocation distributes 5 points to
each group member, whereas the unequal allocation awards 9 points to each decision-maker
and 1 point to each recipient. The outcome, either equal or unequal, is implemented with
majority vote, i.e., when at least two decision-makers choose the same allocation. After the
outcome is determined, the three recipients can punish each decision-maker individually,
costing them 1 point. The role assignment as decision-maker and recipient is randomly es-
tablished, and the strategy method is used to assign punishment points (pp. 134-135). In our
experiment we extend the design of Bartling et al. (2015) in two dimensions. First, we vary
the group-building process, i.e., how participants are assigned to the roles of decision-maker
and recipient, using either a legitimate or illegitimate mechanism. Second, one of the two

2020, p. 10).
9Bartling et al. (2015) use the expression ‘voter’ for the decision-maker, though the two terms are used

interchangeably in this study.
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allocations is preselected as a default option and is automatically implemented if no other
option is actively selected.10 The results of Bartling et al. (2015) can be summarized as
follows: when the unequal allocation results, the pivotal decision-maker (the one who deter-
mines the final allocation) receives significantly more punishment points (2.12 of 7) than the
non-pivotal decision-maker, i.e., the first to choose the unequal allocation (1.72 of 7), which
is significantly different at the 1%-level (Wilcoxon signed rank test, N = 72, p = 0.032).
However, estimating different OLS regressions gives a more nuanced picture. Considering
the different punishment motives alone shows that being the initiator11 influences the as-
signed punishment points to a higher extent (Coef. 1.604 vs. 1.494, both significant at the
1%-level) and has a stronger explanatory power (0.250 vs. 0.124) than pivotality. Includ-
ing all punishment motives together specifies that the initiator and pivotal decision-maker
have a significant effect on the assigned punishment points while the impact (in terms of
increase in assigned punishment points) of initiation is still higher (Coef. 0.517, p < 0.05
vs. 0.403, p < 0.05) (p. 137). A more detailed presentation of the main results as well as a
comparison with our experimental results is presented in Section 7.4.6.

Recently, Anselm et al. (2022) have extended the study of Bartling et al. (2015) in three
ways. First, they increase the group size to ten (five decision-makers and five recipients).
Second, they allow for reward and (or) punishment (reward/punishment only and a combi-
nation of both). Third, they use eye-tracking to examine the decision process itself. The main
experimental design (voting situation, allocation, majority rule) is similar to Bartling et al.
(2015), except for the group size. As in Bartling et al. (2015), the role assignment (decision-
maker or recipient) is randomized and the strategy method is used to assign punishment
points. During the punishment stage, process measures (response time and eye-tracking) are
collected (pp. 5-7). Overall, they replicate the findings of Bartling et al. (2015), according
to which pivotality strongly predicts the assigned punishment points. The pivotal decision-
maker is punished significantly more than the other two intentional decision-makers (1.52
vs. 1.18 and 0.99, Wilcoxon signed-rank test, both p < 0.02). In contrast to Bartling et al.
(2015), they identify the choice of unequal as the motive with the highest explanatory power,
while pivotality and intention have the lowest explanatory power (pp. 10-14). However, they
find more heterogeneity at the individual level. People fall into three categories that are
stable across conditions (punishment only as well as punishment and reward): people who
assign little or no punishment points (27 out of 60 participants, 45.0%), people who assign
responsibility according to pivotality (11 out of 60 participants, 18.3%), and people who

10For a more detailed presentation of our experimental design, see Section 6.2.
11Bartling et al. (Bartling et al. 2015) use the term ‘intention unkind’.
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focus on the decision-maker’s choice (19 out of 60 participants, 31.7%) (Anselm et al. 2022,
pp. 16-18).

Another aspect that affects the assigned responsibility for each group member is agenda
power. Duch et al. (2014) exhibit that people with agenda power (in their setting, a proposer)
have more influence on the outcome and are punished more than the other decision-makers. In
contrast to Bartling et al. (2015), they use a dictator game with punishment in a simultaneous
voting setting. Depending on the treatment, group members differ in their influence on the
group outcome, as they have different voting weights. These vary from equal weights for
all decision-makers to unequal weights with veto power for one player. Additionally, one
randomly assigned decision-maker is declared as the proposer who suggests an allocation of
the endowment for the group, which is then voted on. If the proposal receives at least 51
votes, it is implemented. Otherwise, the proposer must suggest another allocation, which is
again voted on. If no agreement on the proposed allocation is reached in three rounds, no one
is paid, implying the decision-makers and recipients go away empty-handed. If a proposal is
accepted, the recipients can punish (costless) each decision-maker individually (Duch et al.
2014, pp. 372-375). Turning to the results reveals some interesting aspects. More than three
quarter of participants focus exclusively on the proposer when deciding who to punish and
not on the size of the voting weight. More precisely, a proposer is punished significantly
more than a non-proposer who has the same voting weight. Nevertheless, the decision-maker
with the largest weight is punished more than the others, which increases in size as the
size of the weight increases. Bringing both factors together, if a decision-maker is proposer
and has the largest voting weight, he is almost universally punished (pp. 376-379). Thus, at
the individual level, the decision-maker with proposal power is punished significantly more
than the other group members. Interestingly, the decision-maker with veto power is not
(significantly) punished for not using his power. Consequently, the passive action of the veto
player, who does not use his veto to impose an equal allocation, is more accepted than the
active proposition of an unequal distribution (Duch et al. 2014, pp. 376-381). Consequently,
“individuals favor agenda power and the largest vote weight as heuristics for attributing
responsibility for members of collective decision making bodies” (Duch et al. 2014, p. 388).

Another form of agenda power, as in committees, is examined in Fischbacher and Schudy’s
(2020) recent experiment. In a committee where members vote sequentially to approve pro-
posals, coalitions to trade votes are often formed to make a proposal pass. Therefore, pro-
posals early on the agenda have a higher probability of being accepted, and committee chairs
prefer to get their proposals on the agenda early. In their study, Fischbacher and Schudy
(2020) examine whether a committee chair can use agenda power to enforce his interests or
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whether other group members punish him for exploiting his power (pp. 1813-1814). Based
on the experimental voting game by Fischbacher and Schudy (2014), a committee consists
of three persons who vote by majority on three independent proposals, with each commit-
tee member strictly favoring one of them. After each voting round, all players are informed
whether the proposal is accepted or rejected before the next proposal is voted on. Their
setting includes randomly determined sequences of proposals and sequences suggested by
the chair, as well as variations in the available information about the voting behavior (pp.
1814-1816). Regardless of the treatment, the probability that the first proposal is accepted is
always higher than for the second and third proposals. However, there are differences in the
acceptance rate between treatments. When the chair sets the agenda, the first proposal is
accepted 45% of the time with partial information and 75% of the time with full information,
compared to 34% and 67% when the agenda is randomly set. Additionally, agenda control
has a positive effect on reciprocity in that members are more likely to accept subsequent
proposals if their own proposal has been accepted. This effect is significantly different under
full information between the random and chair treatment (Wald test, p = 0.089). Thus, when
individual voting behavior is transparent, manipulating the agenda can be profitable and is
not opposed per se. However, reciprocal reactions to rejecting or accepting a proposal depend
on each committee member’s own benefit (or cost) of the agenda. Compared to a randomly
determined order of proposals, more proposals are accepted when the chair determines the
agenda using his agenda power (Fischbacher and Schudy 2020, p. 1814).

So far, these experiments have separately highlighted the exceptional role of pivotality and
agenda power in assigning responsibility. Both are obvious focal points for the punishment
decision and get more attention. To further investigate whether agenda power is relevant
when pivotality is present, Duch and Stevenson (2014) replicate and extend the experiment
of Bartling et al. (2015) by introducing a proposal stage with a randomly assigned decision-
maker as a proposer. This proposer has the option to choose two out of three allocations for
the following sequential voting stage. Two of the three possible allocations are the same as
in the original study, while the third allocation is also unequal (7,7,7,3,3,3), but less unequal
than the other allocation, which is (9,9,9,1,1,1) (pp. 10-12). Replicating the experiment yields
the same results, with the pivotal decision-maker being punished significantly more than the
other group members. Adding the proposal stage exhibits that agenda power is relevant for
the attribution of responsibility. Especially, when the proposer chooses two unfair allocations
to vote on, he is punished more than in the case of one unfair allocation (Duch and Stevenson
2014, pp. 14-24).
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As the experimental findings presented here are quite important for the general punishment
behavior in our study, we summarize them in Table 2.1, highlighting the key design elements
and results of the experiments.

Table 2.1.: Responsibility Attribution in Groups
Experiment Design elements Main results

Bartling et al.
(2015)

Modified dictator game with
groups of six (three
decision-makers and three
recipients)

• The pivotal decision-maker receives on average
significantly more punishment points than the
non-pivotal decision-makers.

• An OLS regregression reveals that being the ini-
tiator increases the assigned punishment points
to a higher extent than being pivotal.

Anselm et al.
(2022)

Design of Bartling et al.
(2015) with groups of ten
(five decision-makers and five
recipients) and only
punishment (respectively
reward) as well as
punishment and reward

• The pivotal decision-maker is punished signif-
icantly more than the other two intentional
decision-makers.

• Choosing unequal is the motive with the highest
explanatory power for punishment.

Duch et al.
(2014)

Simultaneously voting game
with varying voting weights

• The proposer is punished significantly more than
the other group members, as well as the decision-
maker with the largest voting weight.

• The decision-maker with a veto is not punished
significantly more if he does not use the veto to
prevent an unequal outcome.

Fischbacher and
Schudy (2020)

Groups of three form a
commitee and vote
sequentially on the
acceptance of proposals

• Having and using agenda power can lead to a fa-
vorable outcome, which is more likely to be ac-
cepted by other committee members if they ben-
efit as well from the agenda power.

Duch and
Stevenson
(2014)

(1) Replication of Bartling et
al. (2015), (2) a treatment
where a proposer stage is
added

• (1) Without proposer-stage (replication): the piv-
otal decision-maker is punished significantly more
than the other group members.

• (2) With proposer stage: agenda power affects the
assigned punishment points, especially when two
unfair allocations are put to a vote.

Of course, all these experiments involve a group context where decisions are made col-
lectively by groups of people. However, the group context is still small, as group members
decide anonymously and sometimes sequentially without communication with other group
members. Moreover, no shared group identity is fostered, neither by declaring membership
in the same group, discussed further in Chapter 4, nor by allowing communication between
group members.
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2.3. Political Voting and Responsibility

In the political sphere, many decisions are made jointly by groups or committees with dif-
ferent voting thresholds, as a result of which the evaluation of (ex-post) responsibility for
implementing reforms or political decisions has long been studied. Shapley and Shubik (1954)
offer a method for evaluating the spread of power in a collective political system. An indi-
vidual’s power is defined as the chance of being decisive for the success of a decision, thus
being pivotal. A pivotal voter has the decisive vote to reach a majority and, therefore, can
change the outcome of the electoral decision (pp. 787-788). The importance of pivotality
in psychology and economics has already been highlighted in the previous section. In the
political field, the pivotal voter is highly relevant, because he can determine the outcome
of a voting process and has far-reaching implications on the political realm. If a majority
has already been reached, another vote does not change the outcome and is, therefore, less
important. Apart from Shapley and Shubik (1954), a large amount of research deals with the
attribution of responsibility. For instance, proposal power and voting weights are discussed
in a variety of ways and used to predict the influence of different policies. In particular,
the influence of voting weights is a complex construct, for which various indices have been
developed to measure them (e.g., Banzhaf 1964; Shapley and Shubik 1954; Penrose 1946;
Gelman et al. 2002, 2004; Duch and Stevenson 2013).

In political science, economic performance is often used as a reference point to evaluate
the political actions of the incumbent. There are several approaches using economic per-
formance as a benchmark for evaluation. One approach focuses on the individual economic
well-being, whereas a second approach considers the economic well-being of the (whole)
nation. A third approach identifies both as relevant when voters evaluate a government, in
particular the performance of a government (Kinder and Kiewiet 1981; Kramer 1983; Markus
1988). In this regard, voters use their votes to punish or reward policymakers for positive
or negative economic outcomes. Voting for (against) an incumbent party is the attempt to
assign responsibility to that party for having implemented or proposed good (bad) policies.
Thus, the incumbent’s (economic) performance is fundamental for the evaluation, rather
than promises stated before the elections or while in government (Fiorina 1982; Franzese
2002; Lewis-Beck 1988, Chapter 6). In addition, political institutions are also crucial for
the attribution of responsibility. The stronger a governing party is, the more the economic
circumstances matter for the support of that party or government (Anderson 1995; Powell
and Whitten 1993).

If a government consists of several parties, it is less likely to be punished (for misgovern-
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ment) than individual parties. Because responsibility for (economic) outcomes is dispersed,
the incumbent and the opposition may obscure their roles, making voters’ assessments less
clear (Powell and Whitten 1993, pp. 392-393). Under the assumption of complete informa-
tion about responsibility attribution across parties, Duch and Stevenson (2008) find out that
the more the responsibility is concentrated on one party, the higher the level of economic
voting is. Furthermore, the possibility of shared responsibility in a multi-party system plays
an important role in determining economic voting behavior.

Being the incumbent party or government is beneficial in that it increases the probability
of re-election (among others, see e.g. Quattrone and Tversky 1988; Carey et al. 2000; Aytaç
2018). Even when the economic policy of two political parties has the same expected value,
so that voters are indifferent between them, they prefer voting for, or rather stay with, the
incumbent (Quattrone and Tversky 1988, pp. 724-725). Additionally, an incumbent benefits
from good economic outcomes, while poor economic performance can negatively affect re-
election. More specifically, if economic results are good, the incumbent stands for this positive
development and is viewed as continuing the positive trend. In contrast, the election of an
(unknown) challenger is associated with more risks. However, it may be chosen if the economy
has suffered losses under the incumbent, although it is entirely unclear whether the challenger
achieves better results (Quattrone and Tversky 1988, pp. 724-726).

There is a wide range of empirical research in the political domain on the measure of
the advantage of being the incumbent in state legislative elections. For example, when data
from the US elections between 1968 and 1986 is used, incumbency is found to have an
increasing vote-related advantage as legislators have larger budgets to facilitate their service
activities. Consequently, incumbency has an advantage in the form of higher vote shares
(among others, see e.g. King 1991; Cox and Morgenstern 1993). Carey et al. (2000) develop
a model estimating the value of incumbency in terms of the most relevant variable – the
reelection probability. Using data from the US-legislative elections between 1992 and 1994,
they identify a high value of incumbency in all 96 chambers, with 68 of 96 chambers having
an incumbent’s probability of winning greater than 90% (pp. 677-682).

Some (empirical) studies examine the effect of relative international performance on the in-
cumbents’ advantage in reelecting (among others, see e.g. Kayser and Peress 2012; Campello
and Zucco 2016), while Aytac (2018) also captures the domestic effect of economic perfor-
mance. Analyzing data from 475 national-level elections in 62 countries between 1965 and
2014, he hypothesizes that voters compare their own country’s economic performance with
the performance of other countries. If their own country performs better (worse) the gov-
ernment is (not) reelected (pp. 17-22). Using OLS regressions the positive effect of relative
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domestic and international growth on voting for the incumbent is confirmed. More specifi-
cally, a one-percentage point increase in relative domestic growth increases the incumbent’s
vote share by about 0.57 percentage points (p < 0.01), while relative international growth
increases the vote share by 0.72 percentage points (p < 0.05) (Aytaç 2018, pp. 23-24). Evalu-
ating economic performance usually involves accessing such information (e.g., through media
consumption) as well as handling and understanding it. This access and consumption of cur-
rent news is positively correlated with voters’ prior knowledge (Price and Zaller 1993) and
their level of education (Jerit et al. 2006). To control for this, the interaction of the average
year of schooling with economic performance is included in the regression analysis. A pos-
itive and statistically significant effect (p < 0.1) is found for relative international growth,
implying that education increases its influence on the choice of incumbency once a threshold
of at least eight years of schooling is exceeded (Aytaç 2018, pp. 24-25).

In this respect, Gomez and Wilson (2003) analyze the attribution of responsibility to the
Congress and the President in the United States of America by focusing on the importance
of the sophisticated voter. When political sophistication is low, the most apparent politi-
cal figure, like the President, is held responsible for political decisions. In contrast, people
with higher levels of sophisticated thinking are able to understand the complex political
processes that lead to policy outcomes and distribute responsibility among multiple political
actors. Furthermore, members of the incumbent party, rather than all congressional mem-
bers as such, are held responsible for the economic performance (pp. 276-281). Duch and
Stevenson (2008) point out that voters take minor information and observable conditions
into account when they evaluate the performance of a government, which are then used as
cues for potential future governments.12

The value of incumbency is explainable by loss aversion since a potentially negative out-
come (here, the risk of voting for the challenger and no improvement in economic perfor-
mance) is seen as worse than the positive outcome if the challenger wins and the economic
performance improves. A preference for the status quo over other alternatives, which have
the same expected value, is a direct consequence of loss aversion. Therefore, the incumbent
faces another advantage: he is in the status quo position. His status quo policy is the ref-
erence point against which the policy of another party (the challenger) is compared. People
generally tend to stick with the status quo, so the incumbent is in a better position to main-
tain his mandate (Quattrone and Tversky 1988, pp. 724-725). This bias toward the status
quo can negatively affect the efficiency of reforms if winners and losers cannot be identified

12Healy and Malhotra (2013) provide an overview of recent studies of how the governments’ performance is
evaluated by voters.
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before implementing a reform (Fernandez and Rodrik 1991). Section 3.1 further addresses
the status quo bias and loss aversion in light of this study.

Summary 2.6: Political Voting and Responsibility

From a political perspective the pivotal voter is identified as a focal point for the
attribution of responsibility. Additionally, the incumbent has an advantage over the
opponent in the form of a higher chance of re-election and a larger share of votes,
especially after a good (domestic) economic performance.
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3. The Economic Perspective on Acts of
Omission, Social Norms and
Preferences

In this chapter, we turn to an economic perspective on the decision-making context and
address four relevant aspects: (1) acts of omission and the default effect, (2) social norms,
(3) preferences, and (4) procedural justice. They are not new here, as the theoretical con-
siderations about the causality of the actor has already specified them as influencing the
assigned responsibility.

Section 3.1 starts with presenting theoretical and experimental evidence on acts of omission
and the default effect. The relevance of this results from the fact that the causal relationship
and the underlying intentions through an act of omission are less evident than through com-
mission (Shultz et al. 1981, p. 241). Additionally, the default, an already preselected option,
increases the probability that this alternative is chosen (for a meta-analysis see Jachimowicz
et al. 2019). Thus, acts of omission and defaults provide an interesting opportunity to inves-
tigate the impact of causality as well as the situational context itself. The first section closes
with possible explanations and reasons why people do not (always) behave as predicted by
rational choice theory.

Since there is no human society without social norms, almost all aspects of human life are
influenced by norms that specify how people should behave (Bernhard et al. 2006, p. 217).
In this respect, social norms prescribe the appropriate behavior depending on the situational
context. Norms are social as they are part of the interaction with other people or groups,
who share and follow the same social norms (Fershtman et al. 2012, p. 140). In all societies,
normative standards of behavior are enforced through formal and informal sanctions, while
the importance of these sanctions for (economic) interaction has been shown extensively
(among others, see e.g. Ostrom 2000; Fehr and Gächter 2000a; Carpenter and Matthews
2009). As we expect social norms to determine the punishment decision, various dimensions
and implications are presented in Section 3.2.

The third section focuses on preferences and distinguish three types of them: (1) social
preferences, (2) risk preferences, and (3) distributional preferences. Many experimental re-
sults, such as giving behavior in the dictator game, rejection rates in the ultimatum game,
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and costly punishment, cannot be explained by selfish utility-maximization (among others,
see e.g. Fehr and Gintis 2007; Akbaş et al. 2019). Thus, we present several models of social
preferences which aims to explain such behavior. Afterwards, we turn to risk preferences and
present evidence on people’s risk attitudes in order to conduct expectations for (punishment)
behavior in our study. Fairness is a relational and heterogeneous construct that requires com-
parisons with other individuals, groups, or societies (Andreoni and Miller 2002). Although
not everyone has the same perception and value of fairness, it is essential to many people.
They are willing to give up money in order to be consistent with or avoid substantial de-
viations from their justice principles supporting their far-reaching implications (Cappelen
et al. 2007, p. 818, 2010, p. 441). As distributional preferences and justice considerations
may influence the assigned responsibility in this study, a brief overview of them is provided
in Section 3.3.3.

The last Section 3.4 concentrates on procedural fairness. Procedural fairness specifies that
a decision is evaluated not only on the basis of the outcome, but also on the fairness of the
procedure that brings about the outcome (Bolton et al. 2005, p. 1054). The introduction
of procedural fairness has strengthened the idea that equality means not only equality of
outcomes, but also equality of opportunity, i.e., of the procedures that lead to those outcomes.
The mechanisms or procedures typically used to assign participants to different roles or
positions strongly influence how people evaluate the situation and how they decide (among
others, see e.g., Bolton et al. 2005; Ku and Salmon 2013; Akbaş et al. 2019). Therefore,
procedural justice is the segue to Chapter 4, where we address status differences.

3.1. Defaults and Acts of Omission

Technically, the difference between omission and commission is irrelevant as the outcome is
the same. The Consequentialist Rational Choice Theory (RCT) does not assume a difference
in behavior between actively and passively implemented outcomes as the end state is similar
(Vaal 1996). However, the causal structure of omissions is often more complex or obscure
because it may involve other circumstances. In addition, the intention of the decision-maker
is less evident because no actual choice is made in doing nothing (DeScioli et al. 2011a; Malle
et al. 2014).

As the distinction between status quo, omission, and default is not always apparent, defi-
nitions of these concepts are provided in Section 3.1.1. Additionally, Section 3.1.2 discusses
experimental results and consequences of the omission bias and default effect. This section
closes with an overview of explanations for the results presented (Section 3.1.3).
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3.1.1. Definitions

An act of omission is defined as inaction, that is, an (expected) action that is not performed
by a decision-maker (Shultz et al. 1981, p. 241).

Definition 3: Act of Omission

An act of omission is understood to mean that a decision is implemented passively by
doing nothing.

When people have to decide something unpleasant, they often prefer acts of omission to
acts of commission, i.e., they do nothing instead of actively deciding. The so-called omission
bias refers to a general preference for omission over commission, which has been documented
in a vast range of research, especially for unpleasant decisions (Spranca et al. 1991, pp. 76-77).
In this sense, acts of omission are preferred to avoid responsibility for harmful outcomes,
as someone is often only held responsible (either by himself, others or both) for acts of
commission. With an act of commission, the decision-maker’s intention becomes clear, which
is less evident with acts of omissions. Even though omission and commission are treated
differently by some people, many do not make these differences (Spranca et al. 1991, p. 77).

A default usually represents the existing state or current situation. Often, changing the
default involves a trade-off and is associated with more uncertainty (Johnson and Goldstein
2003, p. 1338).

Definition 4: Default

The default is the preselected option, which is implemented if no other option is
selected.

From the perspective of a rational individual, the default should make no difference because
a rational agent always chooses the best option maximizing his payoff. If the default does
not represent his (real) preference, he should choose another option. However, reality has
shown that people are more willing to accept an option if it is offered as a default, which
is known as the default effect (Johnson and Goldstein 2003, p. 1338; Thaler and Sunstein
2003, p. 176). Consequently, a default increases the probability that the so-presented option
is selected. As defaults are easy to implement, they are used in many decision contexts to
influence individuals’ behavior. In a meta-analysis of the default effect on environmental,
consumer and health decisions, Jachimowicz (2019) points out that the default option is
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chosen 27.24% more often than the non-default option (p. 174).
Often, doing nothing implements or preserves the status quo, so classifying an option as

status quo has an impact on whether that option is implemented. Even with new alter-
natives, people tend to preserve the status quo, which is called the status quo bias (among
others, see e.g. Samuelson and Zeckhauser 1988, pp. 7-8; Johnson et al. 1993; Gärtner 2018).13

Definition 5: Status Quo

The current state of a situation or decision is the status quo, which was chosen or
implemented in the past.

As a clear distinction between default, status quo, and omission is fundamental to this
study, Figure 3.1 visualizes and delineates the three constructs.

Figure 3.1.: Distinction Between the Three Different Constructs

As in this study, an individual has to choose between two possible allocations, an equal
or an unequal allocation. Each situation varies the existence of a default and status quo
option. In the first situation, no option is declared as status quo and preselected, so that the
decision-maker must actively decide which option to implement. In the second situation, the
13The seminal paper of Samuelson and Zeckhauser (1988) examines the status quo bias in various (hypothet-

ical) questionnaires and field studies. The questionnaires illustrate different decision problems ranging
from funds allocations to improving of auto insurances. An option is chosen significantly more often when
it is declared as the status quo than when it is framed neutrally. The two field studies examine the role
of the status quo in two real world periodic decision environments: retirement and health plan decisions.
Consistent with the results of the questionnaires, these studies highlight the existence of status quo bias.
People tend to retain with the established option even though switching was free and easy. In summary,
an alternative presented as the status quo has a higher probability of being chosen than a neutral fram-
ing. The more options are available, the more likely the status quo is chosen (Samuelson and Zeckhauser
1988).
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equal option is declared as status quo (e.g., if it was chosen in the previous round), which is
passively implemented by an act of omission if no active choice is made. In this situation, no
option is preselected as default. Third, the decision context is extended by a default option
as the equal allocation is preselected. The fourth and final situation involves a status quo and
default option, but each is associated with a different allocation. Equal is declared as status
quo, while unequal is preselected. If the decision-maker does nothing, the default option is
implemented.

Summary 3.1: Defaults and Acts of Omission

The essential characteristic of a status quo is that it has already been implemented in
the past, while a default is a way alternatives are presented or framed. The default can
be considered the suggested option, which is not necessarily the status quo. Further-
more, both can be implemented either actively (act of commission) or passively (act of
omission). Usually, doing nothing (which is equated to an act of omission) maintains
the current state and (or) implements the default. To change the status quo or default,
an active decision (i.e., act of commission) is required, whereas the omission bias is
characterized by inaction (Ritov and Baron 1992, p. 50; Gärtner and Sandberg 2017,
p. 2).

Generally, as many studies confound omission bias and status quo bias and use them in
the same way, a clear distinction between them is challenging because an act of omission
often preserves the status quo. Using hypothetical scenarios where outcomes are the same
but result either from action or inaction, Ritov and Baron (1992) attempt to disentangle the
intertwining of omission bias and status quo bias. More specifically, they examine whether
one bias causes or supports the other or whether one bias has a more substantial influence
on the other. They highlight that the omission bias exists regardless of a change in the status
quo through omission or commission. This supports the assumption that the omission bias
is essential for determining the status quo bias. However, unlike Ritov and Baron (1992),
Schweitzer (1994) cannot support that one bias is superior to the other, although both appear
to be closely related and often occur together.

In this study, the expression default is used because one option is preselected and im-
plemented by an act of omission. When time runs out and participants do not actively
confirm or change their choice, the preselected option is realized. Consequently, it is more
appropriate to use the term default than status quo. Furthermore, as each round begins
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independently of the previous round, no current state (= status quo) is apparent and the
allocation implemented in the last round is not declared status quo.

3.1.2. Experimental Evidence

Several studies examine the omission bias and focus on how omissions and commissions
are judged as well as factors explaining the bias. The intention and the causal role of the
decision-maker are highlighted as one reason why acts of omission are judged less harshly
than acts of commission (Spranca et al. 1991; DeScioli et al. 2011a; Malle et al. 2014).

The pertinent vignette study by Spranca et al. (1991) uses six hypothetical scenarios to
demonstrate the existence of the omission bias. Additionally, they focus on why it is judged
differently examining potential reasons and explanations – for example, the first case in
the first experiment, in which students at the University of Pennsylvania must judge the
morality of John. John harms his competitor Ivan either by failing to inform Ivan about an
allergic ingredient in the dish he orders, or by actively recommending the allergic dish before
(after) Ivan makes his choice. Regardless of John’s action, the unpleasant outcome is the
same: Ivan eats the allergic dish and becomes ill. 65% of subjects judge the harm caused by
omission less bad than the same harm caused by commission, which is significantly different
at the 5%-level (χ2 = 4.78, p < 0.025, one-tailed) (pp. 82-84). Summarizing the results of the
different scenarios/experiments leads to the conclusion that participants strongly prefer to
implement harmful outcomes through omission. They are less blameworthy (by themselves
and others) as the intention and knowledge of the resulting consequences and their causal
role are less pronounced in omissions (pp. 81-103). Kordes-de Vaal (1996) supports these
findings in a similar design concluding that the perception of the agent’s causal role affects
the judgment and assigned responsibility for the outcome. It appears that the basis of the
omission bias is a difference in the actor’s perceived causality. The causal link between an act
of omission and its consequences is less intense, which makes an omission’s outcome appear
less intentional than an commission’s outcome (pp. 169-170).

Further experimental evidence is given by DeScioli et al. (2011a) and DeScioli et al.
(2011b), who focus on the judgment of omissions by third-party observers. Using hypotheti-
cal scenarios, where the behavior of a person relates to the death of another person, DeScioli
et al. (2011a) carry out four different experiments where undergraduates have to rate the
moral wrongness and deserved punishment of the person. In their experiments they use the
same two hypothetical scenarios but vary the degree of causality and transparency holding
intentions constant. A ‘do-nothing’ button without causal impact on the outcome is seen as
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more wrong than actually doing nothing, even if the outcome is the same (pp. 206-213). Re-
lating to this, DeScioli et al. (2011b) use a take-game on Amazon Mechanical Turk in which
a first mover can take money from a second mover either by actively choosing to do so or by
refraining. Depending on the treatment, an unaffected third party can punish the first mover
by reducing his payoff. Although omissions are less efficient, a strategical use of omissions is
identified when punishment is possible, while they are also less likely to be punished than
acts of commission. More precisely, in the no-punishment condition 28% take the money
by an act of omission while 51% do so in the punishment condition (z = 2.24, p < 0.05),
which is also significantly less punished (t(40) = 2.93, p < 0.01) (DeScioli et al. 2011b, pp.
442-445).

Using a binary dictator game, Gärtner (2018) investigates the prosociality of intuitive
decisions under time pressure where a status quo is either prosocial, pro-self, or absent.
When the status quo is prosocial, prosocial choices are made faster, whereas selfish choices
are made faster when the status quo is selfish. Thus, the status quo fosters a fast choice in
accordance with the status quo option, highlighting the influence of a status quo on intuitive
decisions (pp. 127-129). Although this design examines the effect of a status quo, the same
results could be obtained with a default option. This would imply that decisions following
the default are made faster, so the timeout option and automatic default implementation
may not be relevant. Interestingly, this is the case in this experiment, which is discussed in
more detail in Part II of this study.

Another laboratory experiment worth noting highlights that the default does not imply
that people always maintain or choose the default. On the contrary, the default can help
to reduce the uncertainty of a decision and consolidate the decision-maker’s preferences by,
for example, evaluating the plausibility of a default. Thus, presenting and labeling options
as default, (may) influence the decision-maker’s preferences (Dhingra et al. 2012, pp. 69-
70). In their dictator game, participants play over four rounds choosing an allocation of
10 points. All possible splits of integer amounts are presented in a randomized order with
the first option as default. The preselected option is one of three possible allocations (10-
0, 0-10, 5-5) and changes after each round (Dhingra et al. 2012, pp. 72-73). The authors
emphasize that the default in the first round affects the generosity in all subsequent rounds.
If the default in the first round is fair or highly fair, i.e., 5-5 or 0-10, giving behavior in
subsequent rounds is significantly higher. More specifically, participants give on average
$2.71, respectively $3.14 with a fair or very fair default, while the average amount given
in the selfish default condition is $1.47 and $2.09 without a default, which is significantly
different (t(78) = −2.74, p = 0.008). However, this does not imply that the preselected
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default is (always) chosen. In fact, the default can be seen as a starting point or anchor that
conditions the decision-maker’s preferences (Dhingra et al. 2012, pp. 73-75).

Apart from laboratory experiments, there are also many other (real-world) circumstances
in which the default effect and difference between omission and commission are studied – for
example, in a questionnaire study by Johnson et al. (1993), which examines (among other
things) the status quo and the default effect of auto insurance. Either a full-priced policy with
a right to sue for any injuries or a lower-priced insurance with sue restrictions is presented
as the status quo. Participants evaluate the right to sue as more important and valuable
when it is already in place (53% versus 23% when it is not implemented, p < 0.001), while
neutral framing is intermediate in that 48% prefer the right to sue. Consequently, the right
to sue depends significantly on how the option is presented, either as already implemented,
neutral, or as an active choice. A χ2 − test (p < 0.006) and a Kruskall-Wallis rank-order test
(p < 0.0001) reveals a significant different distribution (pp. 46-48). A real-world insurance
switch in two US states supports these hypothetical findings as changing the default option
happens quite rare in both states (Johnson et al. 1993, p. 48). This example shows, that
using a default or status quo can have implications and consequences in everyday life, as
people often adhere to or choose the default option. In the political context, a default may
be seen as a recommendation by the policymaker and thus the appropriate action to choose
(McKenzie et al. 2006, p. 414). Alternatively, the default can be seen as a legitimate option,
based on deliberate consideration by experts, and therefore the best option for most people
(Thaler and Sunstein 2003, p. 177). Besides the political implications, there is a large body of
research on the role of defaults in health situations, particularly insurance decisions (see e.g.,
Johnson et al. 1993), pension savings (see e.g., McKenzie et al. 2006; Carroll et al. 2009),
organ donations. (see e.g., Johnson and Goldstein 2003; Gimbel et al. 2003; McKenzie et al.
2006) or environmental situations (see e.g., Pichert and Katsikopoulos 2008; Sunstein and
Reisch 2021).

Summary 3.2: Experimental Evidence on Omission versus Commission

These experimental results highlight that clear evidence of wrongdoing for omissions
is more difficult to provide as it is characterized by the absence of an action. More-
over, there is less evidence of the decision-maker’s underlying intentions, which, as
argued earlier, are essential for assigning responsibility. As a result, people strategi-
cally prefer acts of omission over commission to avoid potential sanctions in the form
of punishment.
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Based on these experimental results, we can formulate our next working hypothesis.

Working Hypothesis 3 (Choosing the Default) We assume choosing the default, as it
can be done by an act of omission, to be punished less than choosing the option that is not
preselected. This effect could be even stronger if an unpleasant outcome is declared as default
and passively implemented.

Ignorance

As an act of omission can also result from (willful) ignorance. Experimental evidence under-
lines the idea that ignorance reduces the decision-maker’s responsibility if he decides to stay
ignorant about the actual consequences insofar as he is punished less (among others, see e.g.
Conrads and Irlenbusch 2013; Bartling et al. 2014a; Wieland 2016).

The experiment of Dana et al. (2007) highlights that many people avoid informing them-
selves about the actual consequences of their decisions (although the information might be
free) in order to act self-interested and use the so-called ‘moral-wiggle-room’. Exploiting the
‘moral wiggle room’ makes the relationship between decisions and their consequences more
ambiguous, while this lack of knowledge about the impact on the outcome reinforces selfish
choices. Compared to a baseline treatment, where the exact payoffs are known, decision-
makers choose the selfish option in 63% of the time (26% in the baseline treatment), with the
proportions being statistically significant different at the 5%-level (χ2(1) = 4.64, p < 0.03).
Even when uncertainty can be resolved, most decision-makers (56%) stay ignorant (pp. 74-
75). Thus, people face a trade-off between their own utility and the welfare of others. Staying
ignorant can resolve this trade-off or give them a way of justifying their self-interested be-
havior (Bartling et al. 2014a). Replicating and extending this work, Grossman (2014) varies
the default information to investigate whether participants exploit the ‘moral wiggle room’
when they must choose actively to be or remain ignorant. Nearly half of participants use
the original ‘moral wiggle room’ (clicking to become informed), a quarter stays ignorant,
whereas only 3% decide actively to remain ignorant. Consequently, the default affects the
decision to stay ignorant, which almost disappears when passive implementation is impossi-
ble (pp. 2660-2663). The default is seen as the experimenter’s suggestion and thus legitimizes
(selfish) behavior, so that ignorance reduces one’s own responsibility and contributes to the
maintenance of a good self-image (Grossman 2014, pp. 2663-2664).

Wieland (2016) investigates the role of moral blameworthiness for (strategic) ignorance
and highlights (theoretically) that agents are blameworthy to some extent when they decide
to stay ignorant, but less than fully informed agents. In a modified dictator game, where
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a random draw determines the initial state with equal probability, Bartling et al. (2014a)
address whether ignorance can avoid punishment for an unpleasant outcome. Regardless of
the actual state, one option (a1) always attributes (70) and the other option (a2) attributes
(50) to the decision-maker, while the payoff for the recipient is opposed and either high (50)
or low (10) depending on the state and chosen option (pp. 514-516). Focusing on costly third-
party punishment (i.e., punishment by an unaffected observer), they find that ignorance can
prevent punishment when the resulting outcome is unfair. If a decision-maker chooses to
remain ignorant, so that he does not know which state he is in, and chooses option (a1), i.e.,
the higher payoff for himself he is punished significantly less when the recipient gets the lower
payoff (10) compared to a situation when payoffs are known, as in the revealing situation
or baseline treatment (11.42 vs. 16.25, respectively 19.72). A wilcoxon sign-rank test reveals
that this difference is significantly different at the 1%-level (respectively 5%-level). However,
the decision to remain ignorant is punished regardless of the fairness of the outcome, as in a
mutually favorable outcome where ignorant dictators are punished significantly more than
revealing dictators. (8.00 vs. 2.76, wilcoxon sign-rank test, p = 0.034) (Bartling et al. 2014a,
pp. 516-518).

Summary 3.3: Ignorance

So far, these results have been consistent with the general preference for accepting
the status quo, choosing the default, and acts of omission. If the decision-maker does
not recognize that he has to make a decision or if he has a preference for the status
quo, this inaction can be perceived as ignorance or decision avoidance, even though
it is not intended as avoidance. Again, the underlying intention of the decision-maker
is less clear, so that the attribution of responsibility is not as obvious as with active
decisions revealing the decision-maker’s true intention. The possibility of staying igno-
rant raises the question of whether the decision-maker is responsible or blameworthy
for an unpleasant outcome. When the consequences of a decision are less obvious or
the decision-maker is unaware of them, the responsibility for the decision is imprecise.

Delegation

Decision avoidance or delegation is a second interesting component of non-decision-making,
where individuals try to avoid the responsibility for making an active decision, either by
postponing, inaction, or delegating (Anderson 2003, pp. 139-140). In the political field,
delegating a decision to shift the responsibility for the consequences and avoid an unpleasant
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decision to an agency or a committee is quite popular (among others, see e.g. Fiorina 1982;
Vaubel 1986).

Apart from the political sphere, delegation is also widespread in companies, where con-
sultants are entrusted with the execution of unpleasant decisions. In doing so, blame and
responsibility are shifted to someone else (Bartling and Fischbacher 2012, p. 68). From a
rational perspective, a decision is delegated to increase overall efficiency, as an agent is more
specialized and requires less time or effort (Hamman et al. 2010, p. 1826). Recently, however,
several researchers have experimentally tested the influence of delegated decisions on the at-
tribution of responsibility.14 They highlight that delegating an unpleasant decision reduces
the assigned responsibility in the form of less punishment points. In addition, delegation
decreases the perceived guilt for an unpleasant outcome, even if the delegate can only choose
an unfair allocation (Bartling and Fischbacher 2012; Oexl and Grossman 2012). With an ex-
isting delegate, rejection rates in an ultimatum game are lower for unfair offers (Fershtman
and Gneezy 2001), while lower offers appear more often in a dictator game (Hamman et al.
2010).

Bartling and Fischbacher (2012) investigate how responsibility for delegated decisions is
attributed. A decision-maker chooses between an equal allocation (5 points to each) or an un-
equal allocation (9 points to decision-maker and delegate and 1 point to recipient). Alterna-
tively, he can delegate the decision to a delegate, who must choose one of the two allocations.
At a cost of one point, the recipient can assign punishment points to the decision-maker and
(or) the delegate, which is used as a measure of responsibility. As expected, delegating the
decision leads to significantly lower punishment for the decision-maker and higher punish-
ment for the delegate. If the decision-maker chooses the unfair allocation himself, he receives
on average 4.27 points. In contrast, if he delegates the decision and the delegate chooses
unfair, the decision-maker receives 1.31 points, while the delegate receives 3.96 points. Vary-
ing the decision situation (delegation to a die or playing repeatedly) confirms these results
(pp. 67-76). Oexl and Grossman (2012) extend this experiment by eliminating the fair allo-
cation for a delegated decision, allowing the decision-maker to choose the unfair allocation
indirect through the delegate. Even in this setting, the decision-maker is punished less than
the delegate (although delegating implies an unfriendly intention), who cannot influence the
outcome.

14For a review of the principal-agent literature see, for example, Bolton and Dewatripont (2005).
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Summary 3.4: Delegation

Summarized, these experiments highlight that delegation can shift responsibility from
a first mover to a delegee. Delegating the decision right to transfer blame is used to
avoid punishment.

Although the decision-maker is not the focus of this study, his decision behavior can
provide meaningful insights into the role of punishment and responsibility attribution. Par-
ticularly, the second decision-maker, who opts for equal when the first decision-maker chooses
unequal, may be punished more for his equal choice, because he avoids the final decision.

3.1.3. Possible Explanation

There are many potential reasons and constructs explaining the experimental results pre-
sented in this section. Apart from rational reasons, people can have an ‘information leakage’
(so there might be normative reasons for choosing the default), or the transaction costs to
choose another option are too high (Dhingra et al. 2012). If people are loss averse and see
the default as the reference point, giving up the default can be experienced as a loss (e.g.,
Kahneman and Tversky 1982; Spranca et al. 1991). People take possible alternatives into
account (e.g., Kahneman and Miller 1986; Ritov and Baron 1992), try to avoid regret (e.g.,
Bell 1982; Loomes and Sugden 1982), or may just be inattentive and forget to change the
default option (e.g., Thaler and Sunstein 2003; McKenzie et al. 2006). Thus, loss aversion,
norm theory, and regret avoidance are prominent explanations for the emergence of an omis-
sion bias that need not be mutually exclusive. Additionally, the default effect may occur
because of people’s inertia, or it may be viewed as the suggested or recommended option.
In what follows, we discuss these possible explanations in the light of our experiment and
provide an overview of why people stick with the default, choose the status quo, and prefer
acts of omission over commission.

Rationality

Maintaining the status quo, choosing the default, or doing nothing is rational if, for example,
the preselected option is preferred or switching is (too) expensive. Whenever the costs (either
as monetary or as transition costs) are higher than the expected gain from switching, it is
perfectly rational to maintain the status quo or choose the default. Additionally, switching
behavior may involve uncertainty or risk about the resulting consequences. However, as there
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are experimental studies where neither transition costs nor uncertainty are essential, (i.e.,
in the hypothetical situations in Samuelson and Zeckhauser 1988), rationality cannot fully
explain experimental findings and the general preference for the status quo or default option
(Samuelson and Zeckhauser 1988, pp. 33-35; Schweitzer 1994).

Loss Aversion

The prominent statement “losses loom larger than gains” (Kahneman and Tversky 1979, p.
279) describes the main implication of loss aversion very well. Many people are loss averse
and evaluate a loss more highly than a gain of the same amount. Moreover, gains and losses
are evaluated depending on a reference point, which is an already adapted state, situation,
or the endowment, but can also be an imagined option (Kahneman and Tversky 1982, pp.
160-162).

If the current situation is considered as the reference point, changes are evaluated with
respect to this reference point, from which a relative loss is perceived as more substantial
than an equivalent gain. Because people value losses more than equivalent gains, this loss-
averse attitude can shape the behavior toward the status quo or default option (Kahneman
et al. 1991, pp. 197-198; Ritov and Baron 1992, p. 60). Depending on the situational context,
acts of omission may be viewed as a point of comparison or, rather, as a point of reference.
If an act of omission is perceived as the reference point, the worse outcome is evaluated as a
foregone gain. An act of commission that leads to the same worse outcome is valued as a mere
loss and weighted more heavily than the same outcome by omission. Even if a good outcome
results, it is evaluated more favorably by omission, as it is perceived as a foregone loss,
whereas the same outcome through commission is valued as a mere gain. Thus, according to
loss aversion, outcomes achieved by acts of omission are always considered better than the
same outcomes by commission (Spranca et al. 1991, pp. 77-80).

Gächter et al. (2021) compare loss aversion for riskless endowment effect experiments with
risky choice tasks and exhibit that loss aversion does exist in both situations (82% vs. 71%)
and is positively correlated. However, published studies present mixed results concerning
the occurrence of loss-aversion (among others, see e.g. Schmidt and Traub 2002; Erev et al.
2008; Trueblood 2015). Testing the extent of loss aversion in an experimental lottery setting,
Schmidt and Traub (2002) classify 33% of their sample as strict loss averse, 24% as loss
seeking and the rest as unclassified (within-subject analysis using a binomial test, n = 45).15

The between-subject analysis for all choice situations reveals that only half of choices align

15A t-test where 5 observations are excluded as they behave inconsistent, leads to similar results.
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with strict loss aversion, so the null hypothesis of loss neutrality and loss seeking cannot be
rejected. Consequently, there are some people who can be classified as loss averse. However,
there is nearly the same amount of people who are loss seeking while many people cannot
be classified in either category, as a result of which loss aversion cannot be considered as
generally existent (pp. 240-244). Trueblood (2015) investigates reference-dependent effects in
perceptual tasks (decisions about the size of rectangles) and compares them to a consumer
choice task (choosing cell phones). While the latter does include a gain and loss frame it
is absent in the perceptual task. She finds out that all effects exist also in the perceptual
task and that their occurrence cannot be explained by loss aversion alone. The contextual
situation is used as a different explanation insofar as the reference point can function as a
stimulus making similar options more likely to be chosen (p. 21).

Applying loss aversion as a potential explanation for the behavior in this study means that
an unequal default may serve as the reference point for the decision-makers and recipients.
Then, choosing the equal option is perceived as a potential loss, as the probability of receiving
less is higher. However, it is not clear whether participants perceive the default (respectively
the 9 or 5 points) as part of their endowment and, thus, as a reference point. Additionally,
it is also possible that recipients use the implemented outcome of the previous round as a
reference point – for example, if the equal outcome was implemented in the previous round,
while the unequal allocation results in the current round.

Norm Theory

The main idea of Kahneman and Miller’s (1986) norm theory is that norms are not formed
in advance but after a specific event. Then, each event is evaluated based on other available
alternatives that can lead to a better outcome. As the alternative to an active decision is
easy to imagine, it leads to a stronger (emotional) reaction than a passive decision, where
(counterfactual) thinking of possible alternatives is more complex (p. 136). The previously
presented experimental results showing an omission bias are consistent with norm theory.
The evaluation of an active decision is made conditional on the resulting outcome. A good or
pleasant outcome leads to a more positive evaluation of the active decision, while a harmful
or unpleasant outcome is seen as more negative than the supposed outcome by omission. In
contrast, an act of omission is judged from a neutral perspective that does not depend on
the (positive or negative) outcome (Ritov and Baron 1992, pp. 50-60).
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Regret Theory

Regret can be seen as an additional element of norm theory, as “norm theory predicts
omission bias because individuals anticipate more potential regret as a result of commissions,
and they incorporate regret avoidance into their valuation of the options” (Anderson 2003,
p. 143). In situations involving uncertainty, people may find out that another alternative
(which they do not choose) has involved a higher payoff or utility for them and as a result
of which negative feelings may occur. Thus, people sometimes regret results or consequences
of past decisions and they try to avoid such unpleasant feelings in the future (Bell 1982). In
a situation where a person has to decide between two actions A1 and A2, each associated
with a different outcome O1 and O2, comparing the received outcome with the possible other
outcome determines the perceived pleasure with the received outcome. For example, if action
A1 is chosen so that O1 results, O1 is compared to the other outcome O2. If the received
outcome O1 is better than the other outcome O2, so that the received result is more desirable,
a positive feeling of pleasure may occur. Reversely, a feeling of regret occurs if the received
outcome O1 is worse than the other outcome O2 that would have occurred with action A2

(Loomes and Sugden 1982, p. 808).

Consequently, changing the status quo or default may be more remembered than maintain-
ing it. One’s perceived responsibility for the outcome may be more extensive when changing
the default than when maintaining it. Outcomes that cannot be undone lead to more regret,
especially if they are the result of an active decision. If a decision causes more regret because
one actively chose an outcome than if one passively implemented it, individuals may try to
avoid regret in the future (DeScioli et al. 2011b, p. 442). In this regard, regret is determined
by counterfactual thinking, in which a decision-maker believes that he could have achieved a
better outcome with a different choice. As a result, negative emotions and the desire to avoid
such regrettable consequences in the next (similar) situation arises. Even if the decision is
judged to be correct given the available information, maintaining the status quo can be seen
as a way to avoid possible regret (Samuelson and Zeckhauser 1988, p. 38; Anderson 2003,
pp. 143-144).

A large body of research suggests that regret is lower for preserving the status quo than
for changing it. Thus, choosing the status quo or doing nothing can reduce feelings of regret
when an unpleasant outcome occurs (Kahneman and Tversky 1982, p. 160). Although most
studies focus on the status quo rather than the default, the same psychological issues apply
to a default. Choosing the default may lead to less regret in the event of a negative outcome
than changing it. Extending and replicating the research of Kahneman and Tversky (1982),
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Landman (1987) finds that experienced regret is higher after action than after inaction.
Additionally, she predicts that the experience of pleasure is higher for positive outcomes
when they result from an active decision.

However, even if regret seems a reasonable explanation for the decision-maker’s behavior,
regret may not (fully) explain the second party’s punishment decision (DeScioli et al. 2011b,
p. 442). A recipient may not feel regret himself as he cannot determine the outcome as
this has already been implemented by the decision-makers. One possibility may be that
the recipient empathize with the decision-maker and punish less, as he anticipates that the
decision-maker chooses the default to minimize his own regret.

Recommended Option and Inertia

A default option given by policymakers or a company can be considered the recommended
and appropriate choice. Using a hypothetical questionnaire study, McKenzie et al. (2006)
highlight that most participants chose the default option because they thought the experi-
menter wanted them to do so. The appropriateness and thus acceptability of a selfish default
or status quo option is higher than for an option that was not declared as default or status
quo (pp. 414-415).

Changing the status quo or default option takes time and effort, resulting in inertia to stick
with the presented or already implemented option. Procrastination to save time searching for
alternatives is common and may be a major reason for the status quo bias and default effect
(Thaler and Sunstein 2003, p. 177). Carroll et al. (2009) exhibit that the active decision to
enroll in a savings plan is higher when employees have a fixed deadline. However, they are
often reluctant when the default is an opt-in decision that requires them to actively enroll
(Madrian and Shea 2001, pp. 1177-1181).

Maintaining a Good Self-Image

A predominant motive for donating is public awareness, or the demonstration of generosity,
as completely anonymous donations are rather rare. Many real world examples and experi-
mental results show how people’s behavior is influenced by an intrinsic motivation to help,
which diminishes (or even disappears) when they are rewarded for helping. For donations
(see e.g. Frey 1997; Gneezy and Rustichini 2000) or volunteer work supply (see e.g. Frey
and Götte 1999) this has already been documented in the (experimental) literature. These
studies explain that people care about their self-image and want to be seen in a good light
by themselves and others (Bénabou and Tirole 2006, p. 1653).

50



The widespread result of the dictator game, in which people voluntarily give money to
anonymous individuals even if they do not see them again, cannot be explained by fair-
ness considerations alone. Andreoni and Bernheim (2009) provide a different explanation,
whereupon people want to be seen as fair and care about their self-image. Their theoretical
prediction incorporates the audience (the experimenter in a laboratory experiment) into the
utility function. This explains why people use the 50-50 norm, according to which they divide
the endowment equally between themselves and their partner, even when they can give less
(or more) (pp. 1607-1611). Using a dictator game, they confirm their theoretical analysis and
highlight that “people are fair-minded to varying degrees [... and ...] like others to see them
as fair” (Andreoni and Bernheim 2009, p. 1624). As the experiment by Dana et al. (2007)
reveals, people often take advantage of the ‘moral-wiggle-room’, where decision-makers stay
ignorant and hide their selfish decisions. This reinforces the importance of the self-image as
people avoid being seen as unfair and preserve their “illusory preference for fairness” (p. 67).
The same is true for omissions. Since the intention is less obvious, people may prefer omis-
sions to maintain a positive (self-)image. In this way, individuals “construct a justification
of their behavior consistent with their knowledge of the situation” (Vaal 1996, p. 163). Table
3.1 summarizes the previously presented explanations of why people may choose the default.

Table 3.1.: Explanations for the Default Effect and Omission Bias

Explanation Description
Rationality Choosing the default is rational if uncertainty and costs of

switching are higher than expected gains.
Loss aversion Outcomes by acts of omission are always perceived better

than the same outcome by commission.
Norm theory Acts of commission are evaluated conditional on the

resulting outcome as a result of which unpleasant outcomes
are seen as more worse/negative than outcomes by omission.

Regret theory Choosing the default and acts of omission can reduce the
feeling of regret if a negative outcome results.

Recommended option
and inertia

A default can be seen as the recommended and appropriate
option. Changing it may involve effort which may be avoided
as people are inert.

Maintaining a good
self-image

People want to be seen as fair (by themselves and others) so
they prefer an act of omission where the underlying
intention is less obvious.
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3.2. Social Norms

In most societies, individual behavior is influenced by social norms, as they constrain self-
interest and lead to more prosocial and other-regarding behavior. To help others, people
voluntarily forgo material gains (Bicchieri et al. 2022, p. 59). The decision-maker’s behavior
is therefore often motivated by the wish to comply with (social) norms. Norms are social
because they are based on shared beliefs and specify how a person should behave in a spe-
cific situation. Therefore, social norms differ depending on the situational context leading
to different behavior in different situations. When individuals diverge from the expected be-
havior, and thus violate the social norm, a form of penalty is very likely, either as a feeling
of embarrassment, guilt, shame or as monetary losses. In contrast, norm conformity is often
associated with positive emotions (Elster 1989, p. 100; Bernhard et al. 2006, p. 217; Fersht-
man et al. 2012, pp. 140-141). Thus, “acts are judged morally right or wrong depending on
whether they obey or violate some moral rule” (Darley and Shultz 1990, p. 529).

Definition 6: Social Norms

Social norms are (moral) rules shared by society, specifying appropriate behavior in
specific situations.

According to Fehr and Gächter (2000b) social norms are characterized by three essential
features: (1) they are consistent, (2) they have to be shared by groups or members of a group
to be social, and (3) informal sanctions enhance norm compliant behavior (p. 160). Krupka
and Weber (2013) extend this definition by adding a situational aspect, as social norms
refer to actions rather than outcomes (p. 498). When social norms influence individuals,
they usually want to obtain other people’s approval (or avoid disapproval), so sanctions
(such as punishment) are unnecessary. The mere expectation of others’ approval and reward
encourages norm compliant behavior, which is what makes social norms so powerful. Many
people voluntarily comply with social norms because they align with their self-interest (Elster
1989, pp. 104-105; Bernhard et al. 2006, p. 217; Krupka and Weber 2013, p. 499).

When social norms are violated, individuals can expect to be punished, making punishment
an important factor in reaching norm compliant behavior. Even in one-shot interactions,
where people never interact again, costly punishment frequently occurs (for a survey, see
Chaudhuri 2010). Punishment is often distinguished by the form of sanctions, direct vs.
indirect punishment, and by the person or institution carrying it out, second vs. third-party
punishment (Fehr and Fischbacher 2004, p. 63). Direct punishment means that individuals
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(or groups) have to pay for the sanction, either as a material cost (time/effort) or as a
personal cost (payoff reduction). Often, individuals are willing to pay for the possibility of
punishment, even though they do not gain materially from it (= altruistic punishment),
exposing themselves to retaliation. In contrast, indirect punishment often does not come at
a direct cost as it implies retaining rewards for the norm-violating person (Balafoutas et al.
2014, p. 15924).

Comparing direct and indirect punishment in a field experiment, Balafoutas et al. (2014)
highlight that individuals prefer indirect punishment (withholding reward) over direct pun-
ishment, especially when they receive no reward for direct punishment (p. 15926). Even in
the absence of material gains, punishment by an unaffected observer is a common finding in
many experimental studies (see e.g. Fehr and Fischbacher 2004; Bernhard et al. 2006; Hen-
rich et al. 2006). Fehr and Fischbacher (2004) compare second- to third-party punishment
and exhibit that the person directly affected by the norm violation punishes more than an
unaffected observer. In this context, they argue that strong (negative) emotions are the key
driver of punishment because they induce a strong dis-utility for individuals (pp. 84-85).
Negative emotions, such as anger, are also identified by Fehr and Gächter (2002) as a main
driver for (altruistic) punishment (p. 139). Apart from functioning as a sanctioning mecha-
nism, punishment has a strong influence on cooperative behavior in the public goods game,
gift exchange game, or trust game (an overview of related studies is presented in Fehr and
Fischbacher 2004). Relating to this, Fehr and Gintis (2007) specify that some people seem
to have internalized norms of cooperative behavior. These people are strongly reciprocal
and cooperate on the condition that others cooperate, while they punish non-cooperative
behavior, even if it comes at a cost to themselves (p. 49). However, as cooperative behavior
is not part of this study, it is not further elaborated here.

Based on these aspects, we can formulate our next working hypothesis regarding the
recipient’s beliefs about how decision-makers may decide. If the decision-maker does not act
as the appropriate norm postulates, punishment is likely to occur. On the other hand, if a
receiver would act in the same way as the decision maker, we expect less punishment because
no applicable norm is violated for him.

Working Hypothesis 4 (Beliefs and Expectations) We expect less punishment if re-
cipients would decide in the same way as decision-makers do.

Unfortunately, there are only a few studies explicitly dealing with gender differences in
punishment, and the few results that do exist are challenging.16 In a standard public good
16Of course, in almost every experiment, data regarding gender is collected. However, even if gender-specific
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game with punishment, Burnham (2018) finds no significant punishment differences between
men and women, although women punish less than men in absolute terms (1.76 to 2.46 out
of 30 possible punishment points). However, when monetary incentives for a higher rank
(based on payoff achieved during the session) are implemented, men punish significantly
more. Women assign an average of 4.34 punishment points per round, while men assign twice
as many punishment points per round (8.74, t-test, p > 0.01) (pp. 3-4). Singer et al. (2006)
show that men’s brains respond with less empathy when they observe a person suffering pain
in a sequential prisoner’s dilemma, while at the same time the reward-related areas of their
brains show more activity. Consequently, men emphasize with fair-acting individuals while
preferring physical punishment for unfair-acting individuals.

Although results on differences in punishment between men and women are rare and
should be taken with caution, in conjunction with the finding that men are less generous
than women (among others, see e.g. Eckel and Grossman 1996; Selten and Ockenfels 1998),
we state the following working hypothesis about women’s punishment behavior.

Working Hypothesis 5 (Genderspecific Punishment Differences) We expect women
to punish (slightly) less intense and less often than men.

The experience of guilt is another reason why people behave pro-socially even without
punishment. In this context, social norms are moral expectations, because they can shape
the recipient’s beliefs of what constitutes appropriate behavior. These may be anticipated
and expected by the decision-maker, who follows the norm to avoid guilt (Charness and
Dufwenberg 2006, pp. 1595-1596). As social norms specify the appropriate behavior and
thus constitute a kind of social rule that should be followed, immoral behavior is the act
itself that (potentially) violates the norm (Elster 1989, p. 100; Darley and Shultz 1990, p.
529). An individual feels guilty when he hurts someone – for example, when he chooses an
unfavorable allocation and believes that the other person would have expected a different
behavior. “Guilt averse players hold beliefs about the expectations of others (second-order
beliefs) and, thus, hold beliefs about the potential let-down their behavior might cause”
(Bellemare et al. 2017, p. 233). Consequently, people try to avoid feeling guilty because they
are guilt averse. More specifically, the more the helper believes that the victim expects him
to help, the more likely the victim is to receive help in distress. If the norm is to help someone
in need, the victim’s expectations are influenced by this norm, which in turn influences the

differences are evaluated and reported, statements about general differences in punishment behavior are
rare.
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helper’s behavior, who would otherwise feel guilty.17 Additionally, to prevent feelings of guilt
after a selfish or payoff-maximizing decision, an individual may apply a social norm that is
consistent with his selfish behavior. In this way, selfish behavior is justified, so that he does
not need to feel ‘bad’ (Fershtman et al. 2012, p. 141). Since punishment does not lead to
payoff maximization in our setting, this aspect of guilt aversion is not applicable.

In this study, transferring guilt aversion to recipients’ punishment behavior may imply
that a recipient does (not punish) because he believes that the norm is (not) to punish. For
example, given an equal outcome, the other group members, decision-maker and (or) re-
cipients, do not expect him to punish because the resources are already equally distributed.
Nevertheless, a recipient may want to punish for his own reasons, but does not do so in order
to avoid feeling guilty. In contrast, when the unequal outcome is implemented, a recipient
may believe the other recipients expect him to punish, even though he does not want to. In
this case, he may either feel guilty for not meeting the others’ anticipated expectations or
punish even though he does not want to punish.

A persons’ (group) identity and social norms are closely related, as each identity is accom-
panied with specific group norms.18 Whenever an individual identifies with a group, he ac-
cepts the group norms (Fershtman et al. 2012, p. 142). If individuals are identified with their
group, they follow the group norms because they want to conform with the group-specific
expectations and avoid behavior that signals disloyalty to the group. Thus, belonging to a
group can lead to norm conforming behavior (see e.g. Akerlof and Kranton 2000; Chen and
Li 2009).

In a dictator game with 850 participants, Gächter et al. (2017) examine the effect of
peers on individuals’ perception of norms, especially norms of fair allocations. By varying
the decision situation in two ways (give vs. take option and peer vs. no-peer), they first
measure the perception of what is considered socially appropriate. Second, they measure
how those perceptions translate into actual behavior. Overall, they find heterogeneity in their
experiments, where the presence or absence of peers strongly influences appropriateness. Half
of the dictators choose the same transfer level regardless of the recipients’ wealth, and a third
decrease their transfers when the recipient’s wealth is higher (Gächter et al. 2017, pp. 73-
81). Bicchieri et al. (2022) analyze whether social distance from others mitigate norm erosion
after a norm violation. In a laboratory experiment, individuals can give to or take from a

17See Battigalli and Dufwenberg (2007) for a general theory of guilt aversion based on a psychological game
theory approach.

18The relationship between norms and group identity is further addressed in Section 4.1.2.
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charity and (not) observe what others did in previous rounds (pp. 59-60). In sum, observing
others taking reduces donations by about one fifth, while observing giving does not increase
donations. Observing inappropriate behavior apparently leads to norm erosion, which cannot
be compensated for by observing appropriate behavior. However, a lower social distance from
others reinforce norm compliant behavior. Even in the absence of formal sanctions group
identification leads to more adherence to norms, highlighting the importance of the social
context (Bicchieri et al. 2022, pp. 64-67).

These results emphasize the situational context of social norms, where the appropriate
norm and justified behavior depend on the situation.

Summary 3.5: Social Norms

As moral rules, social norms specify how individuals should behave in specific situ-
ations. Depending on the situational context, they specify how resources should be
divided fairly. Deviations from expected behavior, thus violating a social norm, often
leads to direct or indirect sanctions.
Identity and norms are correlated in two directions. First, norm conformity increases
with a shared group identity, reinforcing norm-compliant behavior. Moreover, a shared
group identity can shape (or override) one’s own norms through shared group norms.
Second, group identification is promoted when other group members conform to the
norms.

3.3. Preferences

In economics, the individual is usually classified as rational and self-interested, maximizing
his utility. However, empirical findings such as giving behavior in the dictator game (among
others, see e.g. Bardsley 2008; Engel 2011) or contributions to public goods (among others,
see e.g. Isaac et al. 1984; Chaudhuri 2010) challenge this self-centered view, as results cannot
be explained by rationality and self-interest alone. More specifically, justice considerations
about how resources should be fairly distributed in a society, as well as individual preferences,
come into focus.

In this section, we review the theoretical and empirical literature on preferences and fair-
ness, or rather, justice considerations in order to clarify the related expectations for pun-
ishment behavior in our study. Therefore, we first focus on preferences and distinguish four
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types of preferences: time, risk, social, and distributional preferences, focusing on the latter
as they are most relevant to our setting.

The literature does not always make a clear distinction between distributional and social
preferences. In this study, we take distributive justice as defining different criteria or prin-
ciples according to which a society could (or should) distribute resources. Of course, as we
will see later, these criteria often overlap with social preferences. However, as, for example
Konow and Schwettmann (Konow and Schwettmann 2016), specify, “we interpret justice as
being about distributive moral preferences [...], we leave aside unconditional altruism [...],
and reciprocity, i.e., preferences to reward kindness or punish unkindness” (p. 84). According
to this definition, pure altruism and reciprocity are not part of distributional preferences.
However, they are covered by social preferences. Similarly, Croson and Konow (2009) distin-
guish two types of social preferences: distributive preferences about outcomes or end states
and reciprocal preferences about intentions or player types (p. 4).

Figure 3.2.: Four Types of Preferences

Figure 3.2 illustrates the four types of preferences with the related models and criteria, with
distributional criteria already classified according to their similarity. In the following sections,
these models, respectively criteria, are presented in detail from a theoretical and experimental
perspective. Much of the research attempts to decipher which preference influences individual
behavior and to what extent. The models and approaches presented here form the basis
for the punishment motives in Section 6.5 and are considered as control variables in the
regression analysis. In choices involving a trade off between a smaller amount now or a
larger amount later, a vast body of literature has shown that people have preferences that
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are biased towards the present (among others, see e.g. Laibson 1997; O’Donoghue and Rabin
1999). However, as we do not have a time component in this sense in our study, we leave
them here aside and focus on social preferences (Section 3.3.1), risk preferences (Section
3.3.2), and distributional preferences (Section 3.3.3).

3.3.1. Economic Models of Social Preferences

Usually, people are classified as acting rational and self-regarding, who want to maximize
their own payoff and care only about other people if they impact their own payoff. However,
experimental and empirical findings prove that people are not as self-regarding and rational
as predicted by theory (Fehr and Gintis 2007, p. 45). Rather, they exhibit social preferences19

insofar as the payoff of others is also part of their utility function. As punishment in this study
is costly and does not bring any material benefit, social preferences may explain recipients’
punishment behavior (Akbaş et al. 2019).

To “explore the economic consequences of social preferences, wherein agents have prefer-
ences that are measured over their own and others’ material payoffs” (Fershtman et al. 2012,
p. 131) can help to explain economic phenomena. However, conclusions should be drawn with
caution, as the influence of social preferences can be distorted by self-interest, especially in
strategic environments. A proposer’s generous offer in the ultimatum game can be seen as
a preference for equal outcomes – even if it is actually pure self-interest, as small offers are
often rejected, which the proposer may anticipate (Croson and Konow 2009, p. 7). Models
that receive much attention focus on altruism or fairness, such as in the outcome-based mod-
els by Fehr and Schmidt (FS) (1999) and the Equity, Reciprocity, and Competition (ERC)
model by Bolton and Ockenfels (2000), where agents are inequity averse and prefer equal
payoffs.

Fehr and Schmidt (1999) model fairness as self-centered inequity aversion, meaning that
people are interested in getting as close as possible to an egalitarian distribution. A sharp
deviation from an equal payoff distribution is associated with negative utility. Thus, sub-
jective utility differs depending on the relative standing of others, who are either ahead or
behind. Another outcome-based model of social preferences is the ERC model by Bolton and
Ockenfels (2000), in which the payoff and relative position compared to other players are of
fundamental importance.

19Social norms and social preferences are closely related and sometimes used similarly, although they differ
in terms of their stability. Social preferences are stable in different situations, while social norms are
situation-dependent and can change from one situation to another (Fershtman et al. 2012, p. 142).
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Working Hypothesis 6 (Outcome) According to outcome-based models, punishment oc-
curs whenever payoffs are not equally distributed. Decision-makers choose the equal alloca-
tion if they are inequality averse, and recipients punish an unequal outcome (regardless of
the individual choice) even though it is costly.

Behavior that selfish or purely outcome-oriented preferences cannot explain is reciprocal
behavior. “In response to an act of party A that is favorable for party B, B is willing to
take costly actions to return at least part of the favor (positive reciprocity), and in response
to an act that is perceived as harmful by B, B is willing to take costly actions to reduce
A’s material payoff (negative reciprocity)” (Falk et al. 2003, p. 20). Accordingly, reciprocity
means to reward kind acts and punish unkind behavior, emphasizing the importance of the
intention behind the action.

A theoretical model that implements intentions and explicitly controls for reciprocity is
developed by Rabin (1993). Relating to this, an action is considered fair if the intention
behind the action is kind, whereas an unfair action implies an unkind intention. The perceived
kindness or unkindness of an action is determined by the status quo or reference point, such
as the payoff distribution or a default. The theory of sequential reciprocity developed by
Dufwenberg and Kirchsteiger (2004) is an extension of Rabin’s concept including strategic
situations with a sequential structure. The relationship between the actual action to the
possible alternatives and beliefs is essential in theories of intention and reciprocity. Thus,
the affected party, such as the recipient in an ultimatum game, evaluates the intention and
fairness of an action as a function of possible alternatives, while the decision-maker takes
the beliefs and expectations of the recipient into account before making his decision. Here
again, counterfactual thinking takes place.

Similar to Rabin (1993), Levine (1998) provides a theoretical analysis of the ultimatum
game. According to this, people behave generously, i.e., altruistically, provided they expect
others to be generous or altruistic toward them as well. If the proposer gives an equal or
fairer share to the recipient, he hopes that this is appreciated by accepting his offer. The
decision is thus seen as a signal of his intention or altruism (pp. 593-595). Consequently,
generous behavior by the decision-makers may lead to generous behavior by recipients, such
as lower rejection rates in the ultimatum game or less (no) punishment. Recipients may have
internalized the 50-50 norm and expect decision-makers to choose the equal allocation as it
is the appropriate behavior.

Although many theoretical models and experimental results focus on the decision-maker’s
actions, they also help to predict the recipient’s punishment behavior. For example, they
address differences in reciprocal responses as a function of other available alternatives a
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decision-maker can choose (see e.g. Brandts and Solà 2001; Falk et al. 2003; Sobel 2005).
Falk et al. (2003) show that rejection rates for identical offers in the ultimatum game differ,
depending on other possible offers. A (8,2)-allocation is more likely to be rejected if the
other allocation is equal (5,5) in comparison to an unequal allocation (2,8) or a very unequal
allocation (10,0) (44.4% versus 26.7%, 8.9% respectively), which is significantly different
(Cochran Q-test, p<0.0001). Thus, when the proposer has the opportunity to choose a more
equitable offer, an unequal offer is more likely to be rejected. However, rejection rates are
much lower if the proposer can only choose between two unequal offers. Choosing an unequal
offer when an equal offer is available signals a rather unfriendly intention on the part of the
proposer (pp. 20-24). As already highlighted in Section 2.1.3, by evaluating an outcome or
action in comparison to other possible alternatives, a different reality is mentally constructed,
which is then used as a reference point. This form of counterfactual thinking determines
the perceived cause of an (unpleasant) outcome and therefore explains the differences in
punishment behavior (Mandel and Lehman 1996, p. 450; Wells and Gavanski 1989, pp. 161-
167). Using the direct response method, Cox and Deck (2005) cannot confirm these results
as their rejection rates are generally lower. However, repeating the experiment using the
strategy method as in Falk et al. (2003) leads to the same results (pp. 627-628). A general
discussion comparing the two experimental methods is covered in Section 6.4.

Another way to examine the role of intentions is to compare choices made by people with
choices given by nature (among others, see e.g. Blount 1995; Offerman 2002). People tend to
evaluate the same outcome differently when it is determined by nature, as in a random draw,
or when it is chosen by a person. Blount (1995) examines the interaction of absolute payoffs
and a relative fairness component that takes into account how the outcome is reached. Using
ultimatum games, which require students to indicate the lowest amount they are willing
to accept as a recipient, the division of the endowment is either determined randomly, by a
proposer, or by a neutral third party. She points out that rejection rates are significantly lower
when the allocation is determined randomly ($1.2) than when it is made by a human ($2.91
for a proposer and $2.08 for a neutral third party, respectively). Applying a Kruskal-Wallis
ranking test shows that differences are significant (χ2 = 7.43, p < 0.025).20 Consequently,
the conclusion that people care not only about absolute payoffs and final outcomes but also
about fairness and how the outcome is reached is quite logical (Blount 1995, pp. 131-132).
Applying intention-based models to this study, punishment occurs even if it does not reduce
the payoff differences between participants, which we specify in our next working hypothesis.

20The theoretical approach of Sebald (2010) allows to explain these experimental findings.
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Working Hypothesis 7 (Intention) An unkind action, such as choosing the unequal al-
location, is punished because it reveals an unfriendly intention. In contrast, when the equal
allocation is chosen, models of intention-based reciprocity do not predict punishment.

A theory combining the intention of an action and its consequences has been put forward by
Falk and Fischbacher (2006). They propose a framework in which the perceived kindness of an
action depends on the resulting outcome and the underlying intention (p. 294). In examining
the prediction of the various fairness models, Falk et al. (2008) support the relevance of the
intention-based and outcome-based approach, as the combination of both is the best suited
to predict punishment behavior.

Working Hypothesis 8 (Outcome and Intention) Relating to this, outcome and in-
tention matters so that an unequal choice is punished if the unequal allocation results because
it implies an unfriendly intention.

A different perspective on kindness, or how exactly to define kindness, is highlighted by
Çelen et al. (2017). They propose a definition of kindness based on the concept of blame.
The unkindness of an action depends on whether the recipient would act in the same way as
the decision-maker. Thus, a decision is judged according to subjective criteria and the situa-
tional context. Consequently, each person evaluates the kindness or unkindness of an action
differently. If he acts nicer than the decision-maker, he is willing to blame him for his action
(pp. 62-64). This perspective focuses not only on the outcome, but also on the recipient’s
beliefs, or expectations, about how a decision maker might decide. We have already covered
this aspect in the previous section, when we specified Working Hypothesis 4.

Counterfactual thinking, or thinking in terms of possible alternatives, is also relevant here,
considering the context and the action that leads to an outcome. Further experimental evi-
dence supports the impact of the decision situation on individual reactions. From a rational
perspective, the same proportion of giving/taking amounts are expected in a dictator game.
Even if the outcome in a dictator game with a give or take option is the same, taking
money away is often seen as more unfriendly and unkind than not giving. Additionally, to
take money away may induce other social norms, so the reciprocal reactions differ, again
highlighting the context-dependent aspect of social norms (among others, see e.g. List 2007;
Bardsley 2008; Ramalingam et al. 2019). For example, Bardsley (2008) shows that generosity
reverses and more unselfish behavior occurs when people can take money, which is inconsis-
tent with models of social preferences (pp. 124 -128). List (2007) also illustrates that giving
rates decrease when taking money is possible, and Ramalingam et al. (2019) exhibit that
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taking money is punished more than less unkind behavior, such as not giving, even if the
payoff is the same in both settings. In a principal-agent setting, Gurdal et al. (2013) find
that it is the agent’s decision that matters, even if the agent is not responsible for it. Coun-
terfactual thinking explains this punishment behavior as people compare the actual outcome
with possible other outcomes that could have been achieved if the decision-maker had acted
differently (pp. 1207-1210).

In their pertinent paper, Andreoni and Miller (2002) investigate whether altruism is ex-
plainable by self-reflexive utility-maximization and is thus (entirely) rational. In a modified
dictator game, where different endowments and payoffs are presented in a randomized order,
they highlight that 98% of all subjects maximize their utility. Only a quarter are purely
selfish, implying that the reminder exhibit varying degrees of altruism, while 14 % choose
equal payoffs. Consequently, fairness preferences are heterogeneous and people differ in their
preference for fairness. Some do not care about fairness, while others’ perceptions range from
equal shares to pure selfishness (pp. 737-745).

Summary 3.6: Social Preferences

So far, these results exhibit a clear picture: people are not only interested in the
end result, as assumed by the inequality aversion model. Rather, they also consider
the intention behind the action, as predicted by intention-based models. However,
the influence of outcome-based models should not be underestimated. A combination
of both aspects, outcome and intention, seems to be the best approach to explain
individual behavior.

3.3.2. Risk Preferences

Risk preferences are typically measured with lotteries that have different expected values and
degrees of risk. Based on individual choices between these lotteries, a risk aversion parameter
is estimated (Erkut and Reuben 2019, p. 40). Holt and Laury (2002) model how to measure
risk aversion in experimental settings and investigate whether the degree of risk aversion
varies with the amount of payoffs. In a paired lottery framing, participants have to choose in
10 situations between two lotteries A and B, while payoffs in lotteries A are less variable than
lotteries B. Summarized, even when payoffs are low, two-thirds of participants are classified
as risk averse, while risk aversion increases when real payoffs increase, as more decisions are
made for the safe option. However, as the risk attitude is not the main research interest in
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our experiment and we measured the risk-attitude self-stated on a five-point likert scale, we
focus mainly on the implications of risk-aversion on the individual behavior.

The finding that women are more risk-averse that men is robust in many experimental
settings (among others, see e.g. Holt and Laury 2002; Fehr-Duda et al. 2006; Croson and
Gneezy 2009; Eriksson and Simpson 2010; Charness and Gneezy 2012). Eckel and Grossman
(2008) provide an overview of findings from economics, for a review of psychological research
on gender differences see Eagly (1995).21 For example, in financial risk taking Fehr-Duda et
al. (2006) examine in a laboratory experiment whether men and women weight the probabil-
ities with which outcomes result differently. They find out that women underestimate larger
probabilities more than men do, especially in an investment frame compared to an abstract
framing. Although gender differences are not their primary interest, Holt and Laury (2002)
exhibit that men are significantly more risk averse than women (p < 0.05) for low payoffs,
which disappears for high payoffs (p. 1651).

There are a bunch of possible explanations as to why women are more risk averse than
men. The emotional reaction to uncertainty differ between the gender so that women be-
have differently in risky situations. Additionally, men are often classified as more confident
and more prone to challenges so that they may evaluate the winning/loosing probabilities
differently (Croson and Gneezy 2009, p. 454).

For our study, the implications of different risk attitudes, especially concerning the pun-
ishment behavior, are of special interest. More specifically, we are interested in whether
risk-averse participants generally punish less (more) than risk-affine participants. Addition-
ally, the conclusion that women are more risk-averse than men may appropriate, so that
gender specific punishment differences may also result from different risk-attitudes. How-
ever, to our knowledge, there is no experiment that addresses punishment behavior as a
function of risk attitude, so we can only speculate about the direction of effect here. Since
a default reduces uncertainty, potentially influencing preferences (Dhingra et al. 2012, pp.
69-70), and changing a default option is associated with more uncertainty and risk (Samuel-
son and Zeckhauser 1988, pp. 33-35; Johnson and Goldstein 2003, p. 1338), we state the
following working hypothesis.

Working Hypothesis 9 (Risk Attitude) We may expect risk-averse people to punish less
than risk-affine people.
21However, recently, Nelson (2014) claims three reasons why published results on gender differences on

risk aversion have to be taken with caution. First, generalizations have often been taken from mean
differences that do not specify the degree of differences. Second, other confounding factors, like cultural
aspects, are not always captured. Third, often studies that do not find significantly gender differences
are not published, so a publication bias may lead to more studies with significant differences.
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3.3.3. Distributive Preferences

When goods, burdens, or resources are distributed in a society, social inequalities may occur.
Objective and subjective criteria are relevant to the evaluation of inequalities, with subjec-
tive evaluation depending strongly on individually applied norms and preferences, so that
people often evaluate the same social inequalities differently (Hülle et al. 2018, pp. 663-
664). Distributional preferences are contextual and pluralistic, with context determined by
both institutional factors and individual characteristics. Regarding the pluralistic argument,
Konow (2000) considers “that most peoples’ values [on fairness] may be accounted for by
several fairly simple principles, any of which may dominate depending on the context. [...]
People may weight competing fairness principles differently or may perceive and evaluate
the factors relevant to even a single principle differently” (p. 1073).

Apart from the long-established principles of equality and equity, need, entitlement, and
accountability have been incorporated to the debate on redistribution. The recent political
and social debate supports them by focusing on individual characteristics and controllable
factors. There is a large amount of research highlighting that fairness considerations depend
on perceptions of individual’s accountability, i.e., factors that can (not) be controlled (among
others, see e.g. Konow 2000; Krawczyk 2010; Mollerstrom et al. 2015). Relating to this study,
accountability, which is synonymous with responsibility (Schlenker et al. 1994, p. 632) and
luck egalitarianism are relevant. The latter argues that an individual is to be compensated
for outcomes he is not accountable for (among others, see e.g. Dworkin 1981; Knight 2009;
Cohen 2011).

Roots of Distributive Justice

Today, many disciplines such as philosophy, psychology, sociology, political sciences, and
economics deal with the issue of distributive justice (Traub 2020, p. 2). In (political) phi-
losophy it has a long tradition and goes back to Aristotle and Aquinas as well as other
philosophers. Speaking of distributive justice often means the distribution of physical goods,
whereas social justice is less restricted in that it rather pertains to the way in which access to
and distribution of resources, goods, and burdens takes places (Miller 2001, p. 2; Siebel and
Schramme 2020, pp. 21-22). In this context, Miller defines social justice as “how the good
and bad things in life should be distributed among the members of a human society” (Miller
2001, p. 1). The concept of justice is also applicable to the right action and is thus related to
individual morality evaluating individual’s actions as just or unjust. In political philosophy,
however, the focus is not on the individual, but on institutions that are considered just or
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unjust (Siebel and Schramme 2020, p. 22).
Although distributive justice has a long tradition in political science and philosophy, it

did not receive much attention in economics in the twentieth century. Today, however, it
“occupies a prominent place in theoretical and empirical economic research” (Konow and
Schwettmann 2016, p. 83). Frohlich and Oppenheimer (1994) distinguish two lines of theo-
retical literature, some of which sometimes overlap. First, there is the literature on impartial
reasoning, where Rawls’ prominent theory of justice can be categorized. It determines stan-
dards for a fair distribution of income under idealized conditions requiring individuals to
agree on those standards. Second, the behavioral literature views income distribution as
choices among social insurance programs involving risks, losses, and uncertainty (pp. 147-
148).

Economic justice research can generally be divided into two dimensions, which are (mostly)
conducted independently of each other. On the one hand, there is a prescriptive and mostly
theoretical dimension that addresses the normative question of what ‘ought to be’. On the
other hand, there is a steadily growing descriptive literature that captures what ‘is’, includ-
ing mainly experimental (and empirical) findings that impact the descriptive part of the
literature (Konow and Schwettmann 2016, pp. 83-84). In this section, we begin with pre-
senting theoretical dimensions of different justice criteria, while their empirical verification,
or rather what criterion is actually applied, follows afterwards.

Standard Principles of Distributive Justice

Numerous theoretical and empirical studies have addressed the normative question of which
principles of distributive justice to apply, i.e., how resources or goods should be distributed.
In economics, achieving efficiency is often the main objective in the allocation of resources.
There are various concepts of efficiency, the best known being the Pareto principle (Pareto
1906). A payoff is Pareto efficient if at least one person is made better off while no person is
made worse off (Konow and Schwettmann 2016, pp. 84-87). In our experimental setup, the
Pareto principle is not satisfied because switching from the equal (unequal) allocation to the
unequal (equal) allocation only makes one party better off, while the other party receives
less than without switching. Consequently, the default option can be retained even if it is
perceived as unfair (as in the case of the unequal default option) and a switch would lead to
a fairer distribution.
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The best-known distributive principles are equality and equity, which are very different
from each other and (usually) mutually exclusive (Traub 2020, p. 2).22 The equality principle,
the oldest criterion of justice, states that everyone (should) receive the same amount of
money, goods, or resources. Additionally, one’s material well-being as well as inequality
aversion, in the sense of disutility when the allocation deviates from an equal distribution,
are also embodied (Konow and Schwettmann 2016, pp. 84-85). Therefore, it aligns with the
predictions of inequality aversion, according to which payoff differences should be minimal.
Combining equality with efficiency yields the maximin-rule, according to which the minimum
payoff in the group should be maximized (Engelmann and Strobel 2004, pp. 857-858).

In several one-shot distribution experiments, Engelmann and Strobel (2004) compare the
relevance of efficiency considerations, maximin preferences and inequality aversion to exam-
ine the relative performance of the FS and ERC model in predicting distributive decisions.
They highlight that efficiency and maximin preferences have a strong influence on distribu-
tive decisions, while inequality aversion is less influential. When maximin preferences are
neglected, the FS models predicts behavior better than the ERC model (pp. 860-866).

In equity theory, based on the early work of e.g. Homans (1958) and Adams (1963), al-
locations should be based on the individual’s current contribution or effort, with everyone
receiving the share proportional to their input. Consequently, each individual’s input-output
relation is the same (Becker 2012; Hülle et al. 2018). However, it is far from clear what
criteria are used to determine the proportionally of allocations. In desert theories, for ex-
ample, people are held responsible for inequalities resulting from justifying attributes such
as effort, while unjustified attributes such as luck are not considered responsible for (Konow
and Schwettmann 2016, p. 91). Gill and Stone (2015) develop a theoretical framework in
which people claim the amount they feel they deserve. Therefore, they consider a reference
point that depends on comparisons with others and that is mutually agreed on. Accordingly,
someone who works more deserves more and must receive more payout to be satisfied. If he
works more and receives less than someone who works less, he is dissatisfied. Respectively,
someone who works less deserves less and should receive less. If he receives more, even though
he works less, a feeling of guilt may result. As people are loss averse around the reference
point, receiving less with more work is more unpleasant than receiving more with less work
(pp. 42-45).

People with a better final grade may be viewed as more deserving because they have
worked harder to achieve a better grade. Unfortunately, the exact workload is not mea-
surable in our study, so this notion of desert cannot be calculated for the latter analysis.
22Except for a case in which all parties contribute the same share resulting in an equal distribution.
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Although a higher grade does not automatically mean more effort, the idea of deservingness
as an indicator of how much someone wants is worth noting.23

Recently there has been a growing literature focusing on need as a third relevant criterion
for distributional decisions. Individual need is defined as the amount of goods or resources
necessary to prevent the individual from harm (Miller 1999).24

Hülle et al. (2018) further define entitlement as a relevant criterion specifying that “benefits
and burdens should be allocated on the basis of specific entitlements that are themselves
based on ascribed characteristics (e.g., social origin, sex) or on status characteristics that have
been acquired in the past (e.g., occupational status)” (p. 668). Thus, distributions should
not depend on current effort, but on past performance or previously acquired characteristics.
To measure individuals’ support for the four main distributional principles - equality, equity,
need, and entitlement - Hülle et al. (2018) introduce the BSJO scale. As it fits well in the
overall context of our study and strengthens the latter analysis, it is also implemented in
the questionnaire at the end of our experiment (for more details, see Section 7).

Accountability and Luck Egalitariansism

Two prominent approaches, accountability and luck egalitarianism, distinguish between con-
trollable and uncontrollable factors and address the question of where the responsibility cut
is drawn. The accountability principle, based on the work of Konow (2000), “requires that
a person’s fair allocation (e.g., of income) vary in proportion to the relevant variables that
he can influence (e.g., work effort) but not according to those that he cannot reasonably
influence (e.g., a physical handicap)” (pp. 1073-1074). Thus, the fair allocation of resources
considers controllable factors, such as a person’s effort. In contrast, factors beyond an indi-
vidual’s control, such as a disability or pure luck, have no bearing on fairness considerations.

Luck egalitarianism, another egalitarian theory, further emphasizes the role of luck in
distributional preferences. The expression luck egalitarian has its roots in the philosophical
literature and is mainly associated with the work of Arneson (1989) and Cohen (1989, 2011)
whereas the main ideas had already been highlighted by Dworkin (1981), who never called
himself a luck egalitarian. Luck egalitarianism distinguishes two forms of luck: option luck
23Deservingness can, of course, be interpreted differently in the case of a deserving recipient. As this setting

typically involves donations, Engel’s (2011) meta-study highlights when the recipient is deserving, fewer
dictators give nothing and more than a third give the entire endowment (p. 594). As the recipient is not
described as deserving in this study, this research line is not further addressed.

24Traub and Kittel (2020) provide an interdisciplinary overview of need-based distributive justice from the
perspective of five different disciplines.
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and brute luck. Suppose the individual choice leads to good or bad luck. In this case, it is
classified as option luck, for which the individual is fully responsible, because he makes a
choice and voluntarily accepts a potential risk. Thus, a person does not have to be compen-
sated for option luck. In contrast, brute luck does not involve a conscious individual choice.
Consequently, compensation for bad outcomes is appropriate as the individual is not held
responsible (Dworkin 1981, p. 293; for a recent discussion of the main ideas as well as the
debates that have accompanied luck egalitarian, see Knight 2013).

Bringing together the different approaches, Cappelen et al. (2007, 2010) distinguish four
different fairness principles:25 first, strict egalitarianism where everyone should get the same,
so that all factors affecting a person’s income production are irrelevant. This principle is
consistent with the predictions of the inequality-aversion model by Fehr and Schmidt (1999)
and the equality preference highlighted earlier. People dislike unequal income distribution
and prefer equal allocations for all. The opposite of strict egalitarianism is libertarianism,
in which all people should get what they produce, so all factors affecting production are
relevant (p. 431). As the equity principle specifies that the relationship between inputs and
outputs should be equal, the two approaches are closely related. The last two principles
are rooted in the ethics of equal opportunity. They differ by the exact position of “the
responsibility cut, that is for what factors individuals should be held responsible and for
what factors individuals should not be held responsible” (Cappelen et al. 2010, p. 431).
Both principles, choice egalitarianism and meritocratism, have in common that they hold
individuals responsible for some factors but not all. Choice egalitarianism implies that people
are not responsible for factors of production that are not under their control. In contrast,
meritocratism defines people as responsible only for their personal traits but not for factors
unconnected to them (Cappelen et al. 2010, p. 431).

Becker (2012) distinguishes three fairness principles: (1) egalitarianism, where everyone
should get the same, (2) meritocratianism, where individual contribution determines the
final outcome, regardless of whether it is based on effort or luck, and (3) accountability,
which excludes luck from the responsible factors, as it is beyond personal control (p. 690).
The first two principles coincide with the classification of Cappelen et al. (2010), whereas
the accountability principle is based on Konow (2000).

25In an earlier version, Cappelen et al. (2007) only distinguish three principles: strict egalitarianism, liberal
egalitarianism and libertarianism. Liberal egalitarianism lies in the middle between the two extreme forms
and represents the idea that inequalities arising from factors under individual control should be accepted
(p. 818).
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Summary 3.7: Accountability and Luck Egalitarianism

As it should be clear by now, accountability and luck egalitarianism are similar in
that they emphasize individual’s control over an outcome, which determines whether
an individual is held accountable and compensated. Both approaches rely on the same
underlying norms and do not held individuals responsible for uncontrollable factors,
so fair distributions depend only on controllable factors.

In the next section, we present some experimental results concerning the influence of
different distributive preferences and fairness considerations, where luck egalitarianism and
accountability are not explicitly distinguished. But before turning to that, Table 3.2 sum-
marizes the criteria of distributive justice presented earlier and specify how resources should
be distributed by illustrating the appropriate distribution with an example.

Table 3.2.: Distributive Justice Criteria

Principle Explanation/Definition Expectations
Equality Resources should be distributed

equally.
Everyone receives the same amount.

Equity Resources should be distributed
proportional to the (individual)
input

Someone contributing more gets
more, so that the input-output
relation is the same.

Need Resources should be distributed
according to need.

A needy person receives more than
a non-needy person.

Entitlement Resources should be distributed
according to past performance or
previously acquired
characteristics.

A person should get more if she
worked more in the past and
achieved a higher education.

Accountability People are (not) responsible for
(un)controllable factors.

A person should be compensated
for factors beyond individual
control.

Suppose two people P1 and P2 have a side job and work in the same office. Both have
similar educational backgrounds and work the same number of hours. However, person P1 is
more efficient and produces more (i.e., writes more letters).

According to the equality principle, both should receive the same amount of money or
resources, while the equity specifies that the person producing more (P1) should get more
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because he contributes more. The need principle allocates resources according to (individual)
need, so that a needy person should receive more. For example, if person P1 has the side
job just for fun to have more money for vacation or hobbies, while person P2 does this extra
work to have enough money for heating in winter, person P2 is more needy and should get
more. Person P1 should also get more if he is entitled to receive more, e.g. because of a
higher education or acquired skills for the work. According to the accountability principle, a
person is not held responsible for factors over which they have no control. If person P2 has
lower productivity, because he has an illness and cannot type as fast as person P1, he is not
responsible for that and should get the same as person P1. However, if person P2 has lower
productivity because she paints her nail and types slower so as not to ruin her nail polish,
she is responsible for her lower productivity and should get less.

3.3.4. Experimental Evidence

This section provides an overview of relevant experimental results in order to identify what
might influence the individually assigned responsibility. Therefore, the focus lies on two re-
search lines, which, of course, sometimes overlap and cannot be clearly delineated. The first
emphasizes the importance of individual control for (re)distributive behavior. Redistribu-
tion is higher when people are not held responsible for their poverty or inequality, as it
originated outside their control (among others, see e.g. Fong 2001; Krawczyk 2010; Becker
2012; Mollerstrom et al. 2015). The second line of research focuses on the effect of individual
choices in determining the outcome and corresponding fairness views. It has been demon-
strated that (re)distributive preferences are sensitive to the way in which endowments are
allocated (among others, see e.g. Hoffman and Spitzer 1985; Hoffman et al. 1994; Konow
2000; Cherry et al. 2002).26

Usually, experimental results focus primarily on distributive justice and fairness consider-
ations in situations involving some form of production, such as the production of income that
is (re)distributed. Although this study does not involve a production stage, the idea behind
it can be transferred to this study. The attainment of the graduation and the final grade can
be seen as a form of past production. Even though it is not achieved in the laboratory, the
mere prior performance is associated with effort, and the conclusion that a higher grade is
(typically) associated with higher effort is obvious.

In a dictator game with a proceeding production phase, Cappelen et al. (2010) examine

26The experiments by Hoffman and Spitzer (1985) and Hoffman et al. (1994) are further addressed in detail
in the next chapter.
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which of their four principles suits best. They find that people are not responsible for factors
beyond their control (the price) but for factors they can influence (the working time). A
strict egalitarian position, where everyone should get the same, is not supported. As a
conclusion, the responsibility cut is drawn between personal and impersonal (controllable
and uncontrollable) factors (Cappelen et al. 2010). Becker (2012) uses a real-effort task to
disentangle the influence of different forms of luck and finds out that redistributive behavior
depends on the form of luck in interaction with individual achievement levels (p. 686).

Other experimental studies support these findings. For example, using a dictator game
with production, Frohlich et al. (2004) and Konow (2000) analyze fairness considerations
and support the distinction between factors under individual control and factors beyond
individual control. However, Frohlich et al. (2004) argue for equality when distribution based
on accountability is too costly. In a questionnaire study conducted in three different cultures
- Belgium, Burkina Faso, and Indonesia - Schokkaert and Devooght (2003) further support
the distinction between controllable factors, for which individuals are held responsible, and
uncontrollable factors, for which individuals must be compensated. As compensation for
need is intertwined with accountability, Bauer et al. (2022) find out that individuals are
compensated less if they are seen as accountable for their disadvantage. However, regardless
of being accountable, the needier person is always partially compensated for her greater
need.

In a risky decision context, Mollerstrom et al. (2015) examine inequality preferences of
third-party observers, while either bad option luck or purely random bad brute lack results.
Participants can insure against the risk of option luck by paying a fee, while bad brute
luck is not insurable (pp. 33-34). Interestingly, they find that uncontrollable bad brute luck
is compensated if the individual avoids the risk of controllable option luck. They refer to
this new form of fairness principle as choice egalitarianism. It is closely linked to individual
choices, regardless of their relevance for the good or bad outcome. In this respect, a choice
signals a person’s type, i.e., avoiding the risk of option luck or not, which then influences the
compensation for bad brute luck (Mollerstrom et al. 2015, pp. 39-40). Similarly, Krawczyk
(2010) highlights that the support of redistribution is influenced by the cause of individual
poverty, either laziness or bad luck. In their experiment, transfers are higher when winning
is randomly determined (brute luck) than due to performance in a task (option luck).
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Summary 3.8: Experimental Evidence on Accountability

These experimental results confirm the distinction between controllable and uncon-
trollable factors in distributional decisions holding people responsible for factors they
can control.

There is a large body of experimental evidence on how men and women behave in different
experimental games and settings. However, the evidence for gender effects is quite mixed. As
it is already addressed in Section 2.2.1 women are (usually) more generous than men. In an
ultimatum game where the gender of the proposer is revealed, Eckel and Grossman (2001)
and Solnick (2001) find that men receive more than women, while proposer behavior is similar
for men and women. Eckel and Grossman (2001) use a face-to-face design revealing that men
are less likely to accept low offers than women, while women expect more than men in the
anonymous setting of Solnick (2001). Thus, depending on the experimental design, rejection
rates in ultimatum games differ between men and women. Giving behavior in a dictator
game also differs as a function of anonymity. When the setting is anonymous, women give
twice as much as men (Eckel and Grossman 1998), whereas they give slightly more than men
when the setting is less anonymous (Bolton and Katok 1995).

Women are also generally more inequality averse than men (Andreoni and Vesterlund
2001; Dufwenberg and Muren 2006) and more loss averse than men (Schmidt and Traub
2002, pp. 245-246). In a modified dictator game Andreoni and Vesterlund (2001) examine
gender-specific differences in altruism with different payoff-budgets and relative prices with-
out knowing the gender of the recipient. Overall, there are no significant differences in giving
behavior between men and women across all incomes ($2.56 for men and $2.60 for women,
t = 0.24). However, comparing the different budgets reveals that women give more when
prices are high, while men give more when prices are low, suggesting that men are more
sensitive to price changes. Additionally, women seem to be concerned about providing equal
payoffs, while almost half of men are classifiable as selfish (47.37%), compared to 36.96% of
women (pp. 295-301).

Summary 3.9: Gender Differences

Together with previous findings, the presented results suggest that women are more
sensitive to the situational context of the decision situation leading to greater behav-
ioral variability as they are more (usually) more risk and loss averse than men.
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3.4. Procedural Justice

“Procedural justice refers to the fairness of the methods, mechanisms, and processes used
to determine outcomes as opposed to the fairness of the outcomes themselves” (Miller 2001,
p. 528). In this respect, distributive justice is often associated with the material outcome,
while procedural justice focuses more on the immaterial aspect. Consequently, procedural
fairness assumes that the evaluation of a decision is determined not only by the outcome
itself, but also by the fairness of the procedure that brings about the outcome. Although the
two concepts are in some ways distinct, they are interrelated and they sometimes overlap
(Bolton et al. 2005, p. 1054).

Starting with Rawls (1971) and Thibaut and Walker (1975), considerations of procedural
justice emerge. Fair procedures help to maintain or reach stable structures in social interac-
tions leading to higher acceptance rates of allocation decisions. The basic idea of procedural
fairness is that everyone has an equal opportunity of achieving an outcome, even if the
implemented outcome is not necessarily equal (Bolton et al. 2005, p. 1054). This already
addresses the main aspect of why procedures are important: fair procedures positively affect
the involved person. They can function as a regulation mechanism and increase cooperation
(or decrease it if the procedure is highly unfair). When procedures are fair, even unpleas-
ant or slightly unfair outcomes are more likely to be accepted, because people (may) think
they deserve less (Cremer and Dijke 2009, pp. 114-115). The process of how an outcome is
achieved affects people’s satisfaction. As people may feel anger after an unfair treatment (as
their moral understanding of the underlying norms is violated) or satisfaction after a fair
treatment, emotions influence the fairness judgment. In this context, Folger (1987) finds out
that people evaluate an unpleasant outcome as less bad if it comes about through a fair
process.

A procedure’s fairness is evaluated by comparing the procedure actually applied with the
(perceived) fair procedure. The greater the discrepancy between the two is, the less fair is the
applied procedure (Vermunt and Steensma 2016, p. 223). Since evaluating whether a proce-
dure is fair or not (or whether it is fair to some degree) requires a reference, counterfactual
thinking is relevant to the evaluation. As it has been pointed out previously, the availability
of other alternatives and how far they come to mind affect the attribution of responsibility.
The same is true for procedural justice, where the applied procedure is compared to other
possible procedures that could be considered more just or fair. Consequently, they affect
the fairness assessment of the procedure actually applied (Vermunt and Steensma 2016, pp.
226-227).
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The concept of utility is usually outcome-oriented, so the influence of procedural fairness
is not captured by the standard utility function. Incorporating the concept of procedural
fairness into a utility function, Frey et al. (2004) state that people have preferences regard-
ing how an outcome is implemented, which in turn leads to an increase (decrease) in utility.
Procedural utility in their sense can be defined as follows: “Procedural utility thus can be
defined as the well-being people gain from living and acting under institutionalized processes
as they contribute to a positive sense of self, addressing innate needs of autonomy, relat-
edness, and competence.” (Frey et al. 2004, p. 381) Consequently, utility is achieved either
through institutions, as they affect well-being, or through feelings in the interaction with
others (p. 382).

Summary 3.10: Procedural Justice

People care not only about final outcomes, but also about the process leading to those
outcomes. When inequalities are implemented through a fair procedure, they are more
likely to be accepted than inequalities through an unfair procedure. Fairness is assessed
by comparing the applied procedure with the just procedure.

Using different versions of the ultimatum and battle-of-the-sexes game, in which either
payoffs or procedures are biased (unbiased), Bolton et al. (2005) explore the role of proce-
dural fairness experimentally. For example, in one game, a proposer must choose between a
favorable (unfavorable) outcome for himself (the recipient), or a lottery that implements one
of the two allocations with equal probability. To be paid out, the recipient must accept his
choice. Interestingly, the unbiased procedure has the same acceptance rate as the choice of
an equal outcome for both players. However, when the random draw is biased with respect
to the different probabilities of achieving, unequal outcomes are more likely to be accepted
(pp. 1061-1066).

An interesting and closely related experiment by Ku and Salmon (2013) assigns partic-
ipants’ initial positions based on various criteria, such as random, performance, minimal
group paradigm, and cooperative behavior. Then, they measure the acceptance of inequali-
ties as well as efficiency concerns between the status positions. Disadvantaged participants
must decide about the amount to transfer to the advantaged participants. When the ab-
solute payoff of both is increased, at the same time the inequality between them increases
(pp. 113-116). Compared to the random treatment, participants make choices that are not
efficient and do not lead to the social optimum. Especially the comparison between random
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and performance (as measures with SAT questions) is interesting. It reveals that although
participants earn their role, they are not willing to transfer more. The authors explain this
with negative emotions, as being worst off may lead to jealousy, envy, or shame, causing
transfers to decline. Alternatively, participants may disagree on whether the performance is
an acceptable way to assign (dis)advantageous positions. The two other procedures lead to
expected behavior insofar as transfer levels are lower compared to randomly assigned roles
(pp. 120-126).

In this context, Brock et al. (2013) examine whether fairness considerations are influenced
by the comparison of outcomes (ex-post) or opportunities (ex-ante) to achieve those out-
comes. Even if the procedure of reaching an outcome is considered fair, for example, if two
individuals have an equal chance of winning in a lottery, this does not necessarily lead to
a fair outcome because only one of them can win. Using a dictator game with a risky com-
ponent, they investigate that the ex-ante comparison, i.e., equal opportunities, has a more
considerable impact on the fairness evaluation than the outcome (ex-post comparison).

Mertins et al. (2013) examine how participants judge the procedure by which a proposer is
selected. The proposer then decides how to allocate the endowment in a group of five, while,
the other group members can subsequently oppose this proposal. The perceived (un)fairness
of the selection procedure is one factor determining the resistance. As a conclusion, people
care not only about the final allocation but also about the process of selecting the proposer.

Working Hypothesis 10 (Procedural Justice) We expect less (more) punishment if the
procedure leading to inequalities is perceived as fair (unfair).

So far, we have addressed procedural fairness from an economic point of view which is
extended in the next chapter by emphasizing legitimate procedures.

75





4. (Legitimate) Status Differences

Another important construct in this study is status, which implies a ranking of people. A
ranking is socially accepted and gives access to resources (Ball et al. 2001, p. 161). Status is
often used interchangeably with other constructs such as power or influence, while a clear and
distinct definition is rarely used (for a good overview of the inconsistencies and contradictions
between scholars and disciplines, see Henrich and Gil-White 2001, pp. 166-167; Blader and
Chen 2014, pp. 71-72). Therefore, a conceptualization of status, as well as a distinction from
related concepts, is necessary and addressed in the first section. In Section 4.1.1 we start with
an overview of essential definitions, where we differentiate status from related concepts, such
as power, influence, entitlement, or property rights. In order to have a framework for the
following analysis, the section provides conceptual clarity of hierarchy dimensions in society.

With this conceptual clarity in mind, Section 4.1.2 presents status from a psychological and
sociological perspective, followed by the economic perspective in Section 4.1.3. Two promi-
nent and relevant psychological theories, namely Status Characteristics Theory (SCT) and
Social Identity Theory (SIT), are introduced, and meaningful insights into the importance
of status (differences) identified. The economic perspective focuses more on status as part
of the utility function and the consequences of status differences for (economic) decisions.

Section 4.2 is devoted to give a theoretical overview of legitimacy. As Tyler (2006) points
out, “legitimacy may provide a framework through which actions are evaluated and judged to
be just or unjust” (p. 384). First, in Section 4.2.1 two forms of legitimacy are distinguished:
(1) normative and (2) empirical. The first concept uses objective criteria that should be
met for legitimacy, while the second concept specifies how people evaluate or perceive the
legitimacy of an authority or status structure.

In Section 4.2.2, legitimacy is considered from a more general perspective, mainly influ-
enced by political science and the (voluntary) acceptance of legitimate authorities. Therefore,
this section already focuses on one important aspect, namely the source of legitimacy, either
through distributive justice or procedural justice. How an authority or institution achieves
legitimacy is an essential and widely examined question. There are two lines of research:
the first considering distributive justice and the second procedural justice as the basis for
legitimacy (Crandall and Beasley 2001; Tyler 2006). Crandall and Beasley (2001) propose
that legitimacy has its roots in distributive justice. In their view, the outcome, rather than
the process that leads to the outcome, is the moral foundation of legitimacy (pp. 83-84).
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Tyler and colleagues, on the other hand, state that procedural justice leads to institutional
legitimacy insofar as fair procedures increase trust in institutional structures and, thus, their
legitimacy (among others, see e.g. Tyler 2001, 2006). As both justice criteria have already
been discussed in the previous section, this section complements the presentation and fur-
ther strengthens the justice criteria’ relevance. Since legitimacy is the core element for status
structures to be accepted and reach social validity (Bettencourt et al. 2001), Section 4.2.3
brings both concepts together.

In the end, Section 4.3 presents status and legitimacy from an experimental perspective
highlighting related experiments on status differences. In these studies, a random group-
building mechanism is often compared to a mechanism in which participants earn their
status through a task or procedure. As various tasks and procedures are typically used in
laboratory experiments, this section concludes with an overview of the most commonly used
group-building mechanisms.

4.1. Theoretical Basis of Status

4.1.1. Definition of Status and Related Constructs

The primary purpose of this section is to identify the main types of hierarchy-related con-
structs and to define them systematically, so they are comparable. Six different constructs
are mentioned in the (psychological) literature that distinguishes people or groups. The most
important constructs for this study are status, identity, and power, complemented by socioe-
conomic status (SES), prestige, dominance, and influence. From the economics perspective,
entitlement and property right are defined and delineated.27 Although these constructs share
some aspects and are based on the same theoretical foundation, they differ from one another
(Blader and Chen 2014, pp. 72-73).

Hierarchy-related Constructs

Ball et al. (2001) define status as follows: “A person’s status is a ranking in a hierarchy that
is socially recognized and typically carries with it the expectation of entitlement to certain
resources. There are many hierarchies within which a person might be ranked, based on
specific skills or accomplishments or general societal rankings” (p. 161). In addition to this
definition, there are others, such as in Chen et al. (2012), where a person’s status depends
27These definitions are far from comprehensive. There may be other disciplines or researchers who use

different definitions. However, for the purpose of this study, the following definitions are sufficient.
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on social esteem and worth relative to others (p. 300). However, to bring these definitions
together, status has three main components: (1) it is an individual’s rank in an entity based
on specific skills, underlying characteristics, wealth, existing norms, or ideals, (2) it must be
recognized and accepted by the entity, and (3) it is associated to an entitlement or access
to resources as well as to favorable handling by others (Ball et al. 2001, p. 161; Henrich and
Gil-White 2001, p. 166).

In this respect, an assigned status in society is linked to specific characteristics or skills
of the status-holding person, such as his competence, (cognitive) ability, or actions, leading
to honor and respect (Weiss and Fershtman 1998, p. 802; Essen and Ranehill 2011, p. 3).
Depending on the reference group, however, a ranking is evaluated differently and (can)
lead to different status positions (Ball et al. 2001, p. 161). An individual can have various
status positions and be part of more than one group simultaneously, as different dimensions
induce different rankings (Weiss and Fershtman 1998, p. 802). For example, a person with
a good grade in math is at the top of his class and, by definition, belongs to the high-status
group. However, if his class is ranked on sports activities, he may be in the lower status
group if he is not good at sports. Or, if he meets other math enthusiasts at a competition,
he may not be among the best because other math geniuses are better. Status28 is thus a
relational construct in which people compare themselves with others in their (peer) group.
For example, people with A-level29 differentiate themselves from people without A-level, but
compare themselves with other A-levels, leading to different status positions.

As the definition by Ball et al. (2001) highlights, status must be recognized by society
(or the group to which it belongs). Additionally, to be successful (or valid), some form
of acceptance by the entity is required. When high- and low-status groups agree on the
status structure, it is legitimate and can serve as a sanction or incentive mechanism (Weiss
and Fershtman 1998, p. 802; Bettencourt et al. 2001, p. 521).30 A socially recognized and
accepted status leads to social validity, which is the basis for legitimacy. With a legitimate
status structure, inequalities between different social groups are more likely to be accepted
because they are justified (Ridgeway 2001, pp. 257-258, 273–274). As the legitimacy of status
is important to this study, it is further elaborated in Section 4.2. The following definition
specifies how status is used in our study.

28Status and social status are used synonymously in this study.
29In Germany the corresponding degree is the Abitur.
30See Mullen et al. (1992) or Bettencourt et al. (2001) for a meta-analysis concerning the legitimacy of

status.
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Definition 7: Status

The relative position of a person in his group, which is recognized and accepted by
other group members, is his status, with high-status people being entitled to a favorable
handling.

“One definition of social identity refers to a person’s sense of self, derived from perceived
membership in social groups. When we feel that we belong to a group, we may very well
derive at least a portion of our sense of identity from that group” (Charness and Chen 2020,
p. 692). Thus, social identity is a self-concept and guides individual behavior. The self re-
sults from different roles or positions in society or groups, so social identity and social status
are closely related. According to social identity theory, originally developed by Tajfel and
Turner (1979), three components of group differentiation are relevant. (1) In Categorization,
people are classified by who they are associated with, like female or male. (2) Identification
means association with these groups, that is, identification with one’s group. (3) Comparison
specifies that people compare their group, the in-group, to the other group, the out-group.
In doing so, the in-group is seen as more favorable, which leads to the well-known in-group
bias (Tajfel and Turner 1979, p. 41). Thus, membership in a group is meaningful for people
and influences their behavior in accordance with existing group norms and values (among
others, see e.g. Tajfel and Turner 1979; Shih et al. 1999).

Definition 8: Identity

By being member in a group, people derive their identity, thus their sense of self.

The socioeconomic status (SES) determines the social class of an individual compared to
others. The social class defines the rank within a society and an individual’s material re-
sources. Thus, its implications are widespread and affect various dimensions, such as health
and well-being. The literature distinguishes two forms of SES. The objective SES builds on
factors such as educational opportunities or occupation. As this objective measure cannot
account for the complex dimension of social class, researchers developed a more subjective
measure. The subjective SES considers an individual’s sense of place in society based on
available resources (Kraus et al. 2009, pp. 992-993). Usually, the objective SES relates to
differences between educational levels and not within one of these levels (in Germany, for
example, the different school-leaving qualifications, like ‘Realschulabschluss’ or ‘Abitur’).
For the purpose of this study, it is logical to speak of status and not of SES, as the ranking
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depends on the final grade of persons with Abitur and not on the different educational levels
in general.

Definition 9: Socioeconomic Status

The SES means the social class that defines the rank within a society and individuals
(material) resources.

In Table 4.1, the three hierarchy-related constructs, as well as their main characteristics,
are summarized.

Table 4.1.: Hierarchy-related Constructs

Construct Main characteristics Based on
Status ranking in a society, socially

recognized, orients people
outwardly

skills, accomplishments

Identity person’s sense of self derived from perceived membership
in social groups

SES define the rank and material
resources of the individual within a
society

social position or class, based on
either objective or subjective
criteria

Implications of Group Rankings

If a group of people is differentiated, usually the part with the higher position has power,
prestige, or can influence the others. Influence is a special dimension that often results from
the previously mentioned hierarchy-related constructs. Influence is the ability to affect the
behavior or views of others, either positively or negatively, without them necessarily being
aware of where the influence is coming from. Even if individuals have influence, it does not
automatically mean that they use it. Additionally, influence is not inevitably connected to a
hierarchy, as the mere presence of another individual can already lead to influence (Blader
and Chen 2014, pp. 74-75). Influencing a person always happens intentionally, which means
that someone cannot influence without knowing it. This does not mean that the intentional
act actually influences the behavior in the intended direction. For example, a default option
that is already preselected (probably) influences the decision in the default direction but it
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can also induce a completely different behavior. As French and Raven (1959) highlight, an
influential action can also be the (passive) presence of a police officer at a corner, as this can
already be perceived as an act of speed limit control (p. 152).

Influence is often closely associated with power, as someone with power can influence
others. The main characteristic of power is that it is linked to control or coercion, which
does not automatically imply a negative connotation. People with power (can) use pressure
or threatening behavior to enforce their desires or get others to do what they want. However,
they can also use their power without coercion, typically, to implement intended behavior
by exerting control over others, either as sanctions or rewards (French and Raven 1959,
pp. 152-153). An interesting aspect related to this study is legitimate power. According to
French and Raven (1959), it is one base of power and further discussed in Section 4.2.2.
Although status and power are related and both can exert influence, they are not the same
and do not (automatically) occur together (Albrecht et al. 2013, p. 4). In this context, Hays
and Blader (2017) summarize that status and power often covary in many social settings.
However, status orients people outward because it is conferred through a social exchange
process, whereas power orients people inward and diminishes their concerns about others
(pp. 77-78).

Like power, dominance is associated with the use of coercion or threat that leads to a higher
social rank by inducing fear in others, either through aggression, pressure, or withholding
resources (Henrich and Gil-White 2001, p. 166; Blader and Chen 2014, p. 74). Another
dimension that is closely related to status, or rather the result of a high status, is prestige.
Being respected by others because of one’s skills or competence can lead to a high rank and
thereby prestige. If skills or competence help to achieve collective goals of the group, this
is even more obvious (Blader and Chen 2014, p. 74). According to Henrich and Gil-White
(2001), prestige builds on merit, implying that people with prestige deserve their superior
position without inducing fear or exerting coercion (p. 170).

In economics, entitlement and property rights are prominent concepts and often used
interchangeable, although they differ in some respects. Hoffman and Spitzer (1985) define
entitlement as “legally enforceable claims (in a real-politic sense) to economic resources” (p.
260). However, this does not imply that an entitlement is in itself a legal right, even if it is
(usually) accepted by others. What constitutes an entitlement is a subjective belief to earn
and defend that right. The counterpart to entitlements are obligations (Schlicht 1998, p. 24).
According to Lerner (1987), people often feel that the world is a fair place. Everyone (should)
get what they deserve and a fair and legitimate social system (should) rewards effort. Thus,
individuals or groups are entitled to an outcome based on their characteristics or previous
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Table 4.2.: Implications of Group Differences
Implication Main characteristics

Prestige induces respect, based on merit
Power coercion and/or control, threatening behavior, orients people inwardly
Influence affect the behavior or the point of view of others
Dominance fear or coercion
Entitlement right or claim to economic resources, based on acquired characteristics in the past
Property right morally justified entitlement
Decision right right to decide

actions (p. 108). In distributive justice, entitlements are often identified as a justice criterion
and defined as ascribed or acquired characteristics (such as social origin or sex), or status
characteristics, which have been acquired in the past, such as occupational status. In this
context, something is considered just if it is allocated based on these entitlements (Hülle
et al. 2018, p. 668). It follows that people who are entitled to some right (may) deserve a
reward or access to (more) resources. The conclusion that they receive more or take more
money for themselves is logical and called the entitlement effect (Demiral and Mollerstrom
2018, p. 341). Section 4.3.1 provides experimental evidence of the entitlement effect.

According to Hoffman and Spitzer (1985), a property right is a “morally justified entitle-
ment” (p. 260). Defined by the right, the holder obtains the right for a particular action (or
set of actions) or is otherwise restricted in his acting. A property right makes the action of
its holder fair and acceptable, insofar as it is legitimated by society and socially accepted
(Hoffman et al. 1994, p. 350). The term decision right is often used in a broader context and
generally means the right to decide. Bartling et al. (2014b) exhibit that many people have
an intrinsic motivation to decide and thus value decision rights beyond any material benefit
(p. 2005). Table 4.2 summarizes the definitions presented earlier.

4.1.2. Status and Identity in Psychology and Sociology

Status and identity have their roots in sociology and psychology and are addressed from the
perspective of these disciplines. Of course, there are many different theoretical approaches
to identity, status and hierarchy-related constructs. As it is impossible to present them all,
two theories, Social Identity Theory (SIT) and Status Characteristics Theory (SCT), are
discussed here. Both are relevant for this study and provide meaningful insights into how
people are differentiated and the consequences of that differentiation.
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Social Identity Theory

A prominent line of research in sociology and psychology is concerned with the social identity
of individuals and its effects on behavior toward people with the same (different) identity.
In the previous section, a definition of social identity was given. In summary, belonging to
a group matters to people and determines their social identity. Based on norms, their social
identity defines the appropriate behavior for different social groups, so people do not deviate
from these group norms. They exhibit an in-group bias insofar as their own group receives
preferential treatment (Paetzel and Sausgruber 2018, p. 281).

The SIT also explains how people react to social status. The status (structure) plays an
essential role in defining the behavior between groups, with significant differences in how
people respond to those in the in-group or out-group. Status is considered to be the result
of comparisons between different groups, where individuals try to achieve a higher status,
thereby verifying their identity. In this regard, comparisons with high-status groups are more
favorable as they reinforce a positive social identity. In contrast, lower status and comparison
with low-status groups negatively affects social identity (Tajfel and Turner 1979, p. 43).

Akerlof and Kranton (2000) incorporate the concept of social identity into economics. By
implementing it into a utility function, they show how economic outcomes are affected by
(social) identity. Based on their work, Shayo (2009) proposes a theoretical model of social
identity, where two components or processes determine identification with the group. The
first is social status, which is the relative position of the group on various dimensions of
comparison, such as occupation or income, while identification is more accessible with high-
status groups. The second one is the (perceived) social distance between oneself and the
other group members. The classification as a group member is more straightforward as more
similarities to group members exist (p. 147). Shayo (2009) specifies that “identification with
a group means caring about the status of that group” (p. 151).

Numerous experimental studies show that even a trivial difference between groups is suf-
ficient to prefer people of the same group, confirming the in-group bias. Whenever a group
perceives itself as different from others, it values their in-group as better than the out-group
and act according to their group, even when the group differences are meaningless (among
others, see e.g. Tajfel and Turner 1979; Ridgeway et al. 1998; Paetzel and Sausgruber 2018;
for a review, see Hewstone et al. 2002). Further research highlights that belonging to a group
has value to people and induces psychological benefits. For example, people would pay money
to stay in their preferred group (Heap and Zizzo 2009). Additionally, the in-group bias is
stronger for higher status people than for low-status people, especially when the dimension
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of comparison is favorable to one’s own group (Brewer and Kramer 1986).
Butler (2014) compares the effect of a status distinction among different identities and

the implications on behavior in a trust and cheap talk game. Participants are randomly
assigned to two distinct color groups (= identity), one of which is (randomly) declared to
be of higher status. In a baseline treatment, the colors are still present, but a declaration
of status differences is left out. As a result, he exhibits that status differences reduce the
in-group bias. Consistent with the theoretical predictions of Shayo (2009), Hett et al. (2020)
emphasize that groups with lower social distance and higher social status are preferred.
Paetzel and Sausgruber (2018) find that the in-group bias in minimal groups31 is high and
significant for participants with relatively low status. Consequently, high-status groups show
less in-group bias than low-status groups. In a meta-analysis, Mullen et al. (1992) find out
that the in-group bias for high-status people exists only when social groups are artificially
created, that is, by the experimenter. When status differences are real, the in-group bias
of high-status groups disappears. Apart from these studies, there is a vast body of research
addressing the effects of social status on identity.32

Status Characteristics Theory

Another interesting and noteworthy psychological theory is the SCT, originally developed
by Berger et al. (1966, 1972). The SCT is concerned with the influence of status character-
istics on the organization of social interactions. Status differences are based on individual
characteristics and determine who acquires power or prestige in a group task (Berger et al.
1966, p. 5, 1972, p. 241).

In their sense, a status characteristic can be any characteristic, such as age, race, sex,
skills, or abilities, which has at least two different states. The theory therefore assumes
that these states are evaluated differently in terms of desirability, honor, or esteem and
are associated with varying performance expectations. Even if the characteristics are not
directly relevant to the performance in a particular task, they have a strong effect on the
31In laboratory experiments participants are often assigned to (artificial) minimal groups in order to avoid

systematic differences and implement randomly determined groups (among others, see e.g. Akerlof and
Kranton 2000; Heap and Zizzo 2009; Paetzel and Sausgruber 2018). To do so, the Minimal Group
Paradigm based on the work of Tajfel et al. (1971) is often used, which aims to divide participants as
randomly as possible into different groups. Therefore, typically, the preferences for two painters, Klee
and Kandinsky, whose paintings are quite similar, is used. In the original experiment, participants have
to decide which one they prefer among 12 pairs of paintings, without knowing which painting belongs to
Klee or Kandinsky. Afterwards, participants are randomly assigned to the Klee or Kandinsky group (p.
165).

32Concerning identity in economics, a good overview of recent approaches, results and related issues is
provided by Charness and Chen (2020).
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distribution of power in group hierarchies (Berger et al. 1966, p. 5). Performance expectations
are based on assigned status characteristics. For example, individuals ascribed higher ability
are expected to perform better than those with lower ability (Berger et al. 1972, p. 246).
Berger et al. (1966) summarize it as follows: “a status characteristics may be thought of
as any characteristic that has differentiable evaluated states that are associated directly or
indirectly with expectation states” (p. 35).

Berger et al. (1966, 1972) distinguish two forms of status characteristics: diffuse and
specific. A diffuse status characteristic, such as race or gender, is not directly linked to
expectations on a specific task.33 A specific characteristic, on the other hand, encompasses
only a set of expectations relevant to a particular type of task, such as math abilities in
a math task. Specific characteristics are likely to be related to a person’s productivity and
thus convey information to others, influencing expectations and behavior toward them.

According to the SCT, the meaning and value of status characteristics are attributed by
society and arise in social interactions with others. As with status, the effects or implications
of status characteristics depend on the situational context. In order to be effective, they
need to be activated. Berger et al. (1972), however, do not define the conditions necessary to
activate them (p. 244). Applying the SCT to this study, the final grade is a specific rather
than a diffuse characteristic. It could be argued that a better grade is linked to more effort
and (or) higher cognitive ability, which can indicate more foresight and thus the expectation
of a better or more equitable allocation of the endowment.

Although the SCT has not been free of criticism, several empirical studies confirm the
effects of status characteristics on performance expectations and the corresponding behav-
ior of individuals (see e.g. Ridgeway et al. 1998; Kalkhoff and Barnum 2000; Simpson and
Walker 2002; Hong and Bohnet 2007).

Summary 4.1: Status in Psychology

To summarize, the SCT deals with status characteristics, which means a characteris-
tic consisting of two or more states for which a society (or a group) shares the same
valuation of these states. Therefore, it is socially desirable to achieve one state over
the other(s). In contrast, group membership in the SIT is not based on shared val-
ues. Even a trivial (random) affiliation to a group already leads to the in-group bias.
Consequently, the SCT and the SIT deal with different ideas of social influence.

33Yet, it could be argued that women are generally considered to be better at math, so there might be an
expectation that women will do better on a math quiz.
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However, it is far from self-evident that they do not interact or influence each other
(Kalkhoff and Barnum 2000, pp. 95-96). Kalkhoff and Barnum (2000) examine in a labo-
ratory setting whether the two theories overlap. Overall, they conclude that both concepts
determine social influence to the same degree. Regardless of group membership, a person
with higher social status has more influence than someone of lower status because of the ex-
pectation of higher ability. Additionally, regardless of status, members of the in-group have
more influence than members of the out-group because of their similarity (pp. 110-113).

4.1.3. Status in Economics

Recently, there have been several attempts to implement (social) status into economics as it
is evident that social considerations have implications for economic decisions. For example,
the status of group members can influence the distribution of resources affecting the group’s
efficiency (see. e.g. Fershtman et al. 2012).

Social status in economics is mainly characterized by two dimensions. First, as defined
earlier, social status is positional and leads to direct consequences in the form of negative
externalities after consumption. Consequently, people often prefer to obtain a high(er) status.
When one part of an entity (a person or a group) achieves a higher status, the other part of
that entity must decrease in status. Thus, as in a typical zero-sum game, the (status) gain of
one part is the loss of the other part (Weiss and Fershtman 1998, p. 802; Heffetz and Frank
2011, p. 73). Second, status is an intermediate good that is part of the individual utility
function. Hence, it can have the same value as a non-monetary currency that gives a person
with a certain status access to resources and higher utility. These benefits (in terms of utility)
that arise from status differences need to be considered (Ball et al. 2001, pp. 162-164). Thus,
status has a value in its own. Having a higher status is equivalent to reaching utility as it is
transferable to resources bringing utility.

The literature consistently emphasizes that people want their outcomes to be propor-
tional to social status. The acceptability of lower incomes for low-status workers compared
to higher incomes for high-status workers is relatively high, contradicting equality consid-
erations (Kelley and Evans 1993, p. 115). This is further supported by the results of the
European Social Survey from 201834, where people get information of the highest and lowest
incomes in their country and have to assess their fairness on a 9-point scale. People with a
higher income are also more likely to rate their (high) income as fair. In contrast to the other

34The ESS has been conducted since 2002, while justice and fairness criteria of income distributions were
collected in 2018 (Adriaans et al. 2019, p. 404).
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European countries, half of low-income workers in Germany (the lowest 20%) evaluate their
income as fair. This positive attitude and higher acceptance towards one’s own (low) income
is probably driven by a high share of part-time worker in Germany (Adriaans et al. 2019).
Based on the FS-model, Tutic and Liebe (2009) propose a utility function incorporating
status-mediated inequality aversion, where outcomes should be distributed proportional to
social status, effort, or ability. Thus, the fair reference point depends on the status of others,
as this is the normative orientation for valuation (pp. 159-160).

However, even if people prefer to achieve high status, status is neither purchasable nor
tradable, as it is assigned by society, the social system, or the entity to which one belongs
(Heffetz and Frank 2011, pp. 73-74). Depending on how status is achieved, it can establish an
entitlement to specific resources or privileges that lead to a favorable reaction from others.
Consequently, someone with higher status has more authority, is the leader, or is generally
seen as more deserving, which is accepted by others with whom he interacts. As a result,
there is often a positive correlation with a person’s social status and his income (Weiss and
Fershtman 1998, p. 802; Ball et al. 2001, pp. 161-162).35 The mere distinction or classification
into different status positions gives one group an advantage over the other as beliefs are
formed. Usually, one category or position is ascribed more competence or social worth than
the other. Furthermore, a (social) status can provide (economically relevant) information
(Ridgeway 2001, pp. 257-258, 273). In his popular theory of conspicuous consumption, Veblen
(1899) highlights that status has an intrinsic value as a resource in itself and can be expressed
by the consumption of precious goods (among others, see e.g. Heffetz 2011; for a theoretical
analysis see Bagwell and Bernheim 1996).

The characteristics of status presented so far already imply one of the main benefits of
a status position: a high status can lead to a higher income, which creates the desire for
a higher status. Status-seeking behavior is rational behavior when the expected benefits
of a better status position are higher than the corresponding costs to achieve it (Ball and
Eckel 1998, p. 502). However, even in the absence of monetary rewards or benefits, the mere
existence of higher status can induce an intrinsic value to a person. Consequently, the (social)
rank is relevant to individuals even without direct (measurable) economic benefits (Weiss
and Fershtman 1998, p. 802).

35Of course, this relationship is twofold. Income also correlates with individual characteristics that imply
high status, such as education, intelligence or the origin.
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Summary 4.2: Status in Economics

Status in an economic sense is a valuable good that is assigned by the entity an
individual belongs to and thus, neither purchasable nor tradable. As it is part of the
individual utility function with a higher status leading to more access to resources,
people seek to attain a higher status increasing their individual utility. A higher status
provides information about the status holding person as he (may) have the favorable
position due to more competence or ability.

Based on these theoretical considerations on status, we use the following working hypoth-
esis to specify implications and expectations for our experiment.

Working Hypothesis 11 (High-Status) People with a higher status may be perceived as
more competent to distribute resources in their group.

4.2. Theoretical Basis of Legitimacy

As a moral concept, (normative) legitimacy is a core element of social interactions between
people, groups, organizations, or societies. The word legitimacy derives from the Latin word
’legis’, which means ‘according to the rule’ (Zelditch 2001, p. 33). Consequently, it is asso-
ciated with the belief that an actor, e.g., an authority or institution, is just, so that people
voluntarily accept it and its actions. Whenever people see an authority as legitimate, its
decisions are evaluated to be right, and a personal feeling of obeying results (Tyler 2001, p.
416).

4.2.1. Normative and Empirical Legitimacy

The literature focuses on legitimacy as a normative concept that indicates what should be
legitimate and what standards are considered desirable. However, to fully understand the
concept of legitimacy and its implications, the normative view must be complemented by
an empirical perspective that captures how people perceive legitimacy. A popular negative
example of how empirical and normative legitimacy can lead to different approaches is the
Nazi regime. Although they had the support of the people (empirical legitimacy), they did
not reach the basic level of normative legitimacy (Hough et al. 2013, pp. 326-330). This
section addresses and distinguishes between these two concepts of legitimacy.
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Legitimacy as a normative concept involves objective criteria. In order for something to
be considered legitimate in the normative sense, predetermined standards must be achieved.
Therefore, it is not relevant whether people consider these standards to be satisfied or not.
When people speak of normative legitimacy, they do not mean that they are subjectively
convinced of the legitimacy of something, but rather that the essential requirements have
been met (Hinsch 2008, p. 41).

Definition 10: Normative Legitimacy

Normative legitimacy means having achieved predefined standards.

Hinsch (2008) concludes that “to say that an institutional arrangement is legitimate in
the normative sense is to publicly recognize that it has moral standing and not simply to
report that there are people who believe that the arrangement has moral standing” (p. 41).

The central aspect of empirical legitimacy, which goes back to Max Weber, is that norms or
regulations meet with the approval of the people who have to live with them. Consequently,
they support them voluntarily and evaluate them as right because they are relevant. How-
ever, this does not mean that they are justified in a normative way. As the example at the
beginning highlights, an authority can be seen as legitimate in an empirical sense and at the
same time be rejected for other (normative) reasons (Hinsch 2008, p. 40).

Definition 11: Empirical Legitimacy

Empirical legitimacy means having the approval of the people.

Therefore, in an empirical sense, “to say that an institutional arrangement is legitimate
[...] is to make a factual claim about the subjective state of mind of particular individuals
that belong to one political society” (Hinsch 2008, p. 40).

4.2.2. Roots of Legitimacy

Legitimacy has a long history, especially in political sciences. Aristotle, Machiavelli and
other classical philosophers, highlight the importance of legitimacy in the context of political
stability.36 For the stability of a political institution, the (voluntary) acceptance of it is a
prerequisite. To achieve political acceptance and, thus, political stability, the (empirical)
36Zelditch (2001) provides a chronological overview of theories of legitimacy (pp. 35-36).
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legitimacy of the institution is fundamental (Zelditch 2001, pp. 36-37). As Tyler (2006)
points out, “effective democratic governance depends upon the legitimacy of the state” (p.
380). In this regard, legitimacy is a form of power that allows authorities to influence
people’s behavior without using rewards or sanctions. Legitimate authorities, institutions,
or governments benefit from having legitimacy in the form of less effort and more efficiency
(Tyler 2006, pp. 376-377).

According to French and Raven (1959), the basis of legitimacy is internalized norms or
values that establish that the actor is legitimate to influence or control the people. Conse-
quently, legitimacy involves a certain right or standard accepted by others. Of course, this
is not necessarily to be understood negatively, as an influential act can also lead to positive
results. Additionally, legitimacy is a base of power. In this regard, the internalized values
induce the actor to have power because of the legitimate right to influence others, who must
accept this in return (p. 159). Three components form the basis of legitimate power: (1)
cultural values, (2) acceptance of the social structure, and (3) designation by a legitimate
actor. The second component, in particular, is relevant in this study. When people accept
the status structure, they also accept the legitimate authority (here, the decision-maker)
and thus his decisions (French and Raven 1959, p. 160), which is discussed in more detail
at the end of this section. Another conceptual distinction of legitimacy considers different
levels of acceptance: the collective and the individual level. For example, at the collective
level, a policy may be considered legitimate because it is seen as valid by some people (but
not all), whereas at the individual level, not everyone agrees (Tost 2011, p. 689).

As for the concept of causality, legitimacy is typically evaluated on two dimensions: (1)
the legitimacy of the action and (2) the legitimacy of the actor, i.e., the one performing
the action (Kelman 2001, p. 55). Assuming the actor uses fair procedures and is seen as
legitimate, unpleasant outcomes are more likely to be attributed to external circumstances
rather than to the actor himself. Additionally, if the actor is seen as legitimate, meaning
that he has the support of others (= empirical legitimacy), unpleasant outcomes are more
likely to be accepted as they are perceived as less unjust (Hegtvedt et al. 2003, pp. 355-
356). To evaluate whether something is fair orients a person outwardly as the evaluation
is (usually) based on the behavior of others. People rely on the justice and legitimacy of
the procedure when making attributions for decisions and outcomes (Hegtvedt et al. 2003,
p. 344). Consequently, the voluntary acceptance that results from legitimate procedures is
twofold. The executed action and the status structure are more likely to be accepted if they
are perceived as legitimate. In the context of this study, it implies that a decision-maker has
the right to decide and that the affected party (the recipient) recognizes this legitimate right.
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More specifically, the affected accepts something as right, which leads to stable structures.
However, legitimacy can also lead to negative effects, as a legitimate authority can abuse

or oppress others. The power that authorities gain through a legitimate process can give
them the influence to control the behavior of others and act in immoral ways (Tyler 2006,
p. 382).

Summary 4.3: Legitimacy

A decision-maker can be legitimate in an empirical sense if the others agree with his
(outstanding) position and support him as the appropriate decision-maker. However,
to be legitimate in a normative sense, objective criteria have to be defined and met,
which does not mean that all people consider these criteria to be met.

The definition of the final grade as an objective criterion, according to which the decision-
maker is declared to be the person with the decision right, is fulfilled in this setting, so
normative legitimacy is achieved. The final grade is legitimate in a normative sense as it
follows predefined standards by the Ministry of Education. Therefore, it is not questionable
if the final grade is legitimate per se or not. Rather, it is of main interest how the role-
assignment in a laboratory experiment, which is chosen by the experimenter, is perceived
as legitimate or not. In laboratory experiments there are no predefined standards by an
institution or a moral code of how roles or positions are determined in a legitimate way.
Thus, the evaluation of the final grade as legitimate in an empirical sense, is the main point
of our experimental design. For example, if participants do not agree on the final grade as a
criterion, the decision-maker is not necessarily legitimate in an empirical sense. Alternatively,
in the random treatments no objective criterion is met. People might agree on the decision-
maker’s position in an empirical sense because he is declared to be the decision-maker and
they support him, whereas normative legitimacy is not necessarily given.

Further evidence on experimentally tested legitimacy of status differences is given in the
next section.

4.2.3. Legitimacy of Status

Legitimization is not restricted to institutions or authorities. Instead, many social processes
at different levels are legitimate, such as status hierarchies, inequalities, wealth, or rewards
(Zelditch 2001, p. 34). Thus, the idea of legitimacy encompasses many social settings and
determines the position and organization of social entities. It is part of many social processes
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that assign status or power to individuals, groups, or societies. When there are social or
economic differences, questions are almost always raised about their legitimacy and the
process by which these differences arise (Tyler 2006, p. 385).

A vast body of the literature examines the effects of more or less legitimate high- and low-
status positions. For example, status differences are more likely to be accepted when they are
perceived as legitimate, especially by low-status groups. Conversely, inequalities are more
likely to be accepted when status differences are legitimate (among others, see e.g. Olson
and Hafer 2001; Levin et al. 2002). Consequently, the acceptance of hierarchy differences
depends strongly on perceptions of legitimacy. Low-status members identify more strongly
with their lower status when a legitimate procedure implements it. In contrast, illegitimate
procedures lead to more competitive behavior by low-status groups because they do not
perceive high-status groups as more deserving than themselves (Ellemers et al. 1993, p. 767).
When high-status people perceive their superior position as illegitimate, they may feel guilty,
while low-status people may feel angry (Weber et al. 2002). Apart from the evaluation by
the affected party, legitimacy is essential for one’s own evaluation. Legitimate actions justify
one’s own behavior, feelings, and thoughts. As a result, a positive self-image is maintained
even if an unpleasant allocation is chosen (Jost and Major 2001).

As it is already highlighted, different categories, such as occupation, education, or gender,
are associated with different personality traits and abilities, and form the basis for expecta-
tions and norms. Decisions that conform to these expectations or norms are thus legitimate,
since legitimacy builds on these norms (Zelditch 2001, p. 49). People with higher (legitimate)
status may have favorable characteristics and attributes, and are seen as more competent
and smarter (Tyler 2001, p. 416). A legitimate group status confers superiority and makes
them more deserving than others. Consequently, if a superior group (or group-member) de-
cides to implement a less profitable outcome for the inferior group, it is more likely to be
accepted because the superior group deserves the better outcome (Turner and Brown 1978).

Summary 4.4: Legitimacy of Status

The perceived legitimacy of a group status determines the reactions toward and from
other group members. Legitimate social systems are more likely to be accepted, even if
they lead to inequalities. Thus, the acceptance of an unequal distribution of resources
depends strongly on the legitimacy of the underlying system, which has to be seen as
legitimate by both sides – by those in an advantaged and those in a disadvantaged
position. Only then are the advantages of a higher status position beneficial and usable.
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4.3. Status Differences in Laboratory Experiments

In many laboratory experiments, subjects are randomly assigned to treatments and roles
so that a(n) (un)favorable position is usually obtained by pure luck. This role-assignment
procedure can be interpreted as unearned, undeserved, or illegitimate. Consequently, partic-
ipants with a higher position may be reluctant to use their randomly assigned power, while
low-status people are unwilling to accept the decisions of the high-status group (Feltovich
2019, p. 153).

The following sections are devoted to exploring two things: first, relevant experimental
results examining status differences and role assignment procedures are presented. Secondly,
an overview of typical group-building mechanisms in laboratory experiments is provided.

4.3.1. Experimental Evidence on Status Differences

In experimental economics, the entitlement effect is quite common. One of the first papers
analyzing it is by Hoffman and Spitzer (1985). In their experiment, the winner of a coin flip
decides whether he wants to have 12 dollars for himself, giving nothing to the other partic-
ipant, and alternatively, whether he wants to cooperate with the loser so that he receives
14 dollars and can propose a distribution of the endowment. To be paid out, this proposed
distribution must be accepted by the looser. Contrary to the game theoretic predictions,
all winners decide to cooperate and divide the amount equally between themselves and the
other participant. Hoffman and Spitzer (1985) conclude that the assignment of the decision
(either as winner or loser) affects self-and other-regarding preferences. Consequently, random
role assignment through a coin flip might be perceived as unfair or illegitimate, so the winner
does not see himself as entitled to take more.

The seminal paper of Hoffman et al. (1994) extends this work and highlights that an
earned decision right has vast implications on distributive decisions in dictator and ultima-
tum games. Overall, the decision-makers behave more selfishly when they earn the right to
decide in a general knowledge quiz than when they are randomly assigned (pairwise Epps-
Singleton-Test, χ2 = 10.4, p = 0.03). Although offers in the ultimatum game differ between
random and earned decision rights, there are no significant differences in recipients’ rejection
rates, with only 2 of 24 offers rejected in randomly assigned groups and 0 of 24 rejected with
earned decision rights (pp. 12-17). In their design, the role-assignment procedures do have
an effect, but only on the dictators and not on the recipients.

Originally, Demiral and Mollerstrom (2018) intended to examine gender differences in the
ultimatum game using the experimental design of Hoffman et al. (1994). Interestingly, al-
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though their design is similar, they cannot replicate the main results of Hoffman et al. (1994).
They find no significant differences in proposer behavior as a function of role assignment,
with randomly assigned proposers offering an average of 41% of their endowment, while
proposers with earned roles share 42% of their endowment. A two-tailed t-test assuming
unequal variances reveals no statistical differences (p = 0.182). Furthermore, they analyze
recipients’ rejection rates, finding no significant differences between both procedures (both
groups state a minimum acceptable offer of 28% of the endowment, t-test, p = 0.706) (pp.
346-348). Although their robustness checks, such as assessing the deservingness of proposers
and recipients, show that proposers are rated as more deserving (scale from 1 to 10, 7.23 in
the earned role treatments vs. 6.52 in the randomly assigned treatments, t-test, p < 0.01), no
differences occur that stem from different group-building mechanisms (Demiral and Moller-
strom 2018, p. 346).

Another related experiment focusing on status differences in the ultimatum game comes
from Ball et al. (1998). Participants answer questions in an economic trivia quiz and are
divided into high- and low-status groups based on the number of answers (rather than
correctness). They use a 2x2 design in which the proposer is either of high- or low-status and
is matched with a recipient from the other status group. Then, the proposer decides how
to divide either $10 or 10 Hershey’s Kisses. A control treatment in which status positions
are randomly assigned is also implemented. High-status individuals are considered more
deserving and are treated better, regardless of their position as proposers or recipients.
Low-status proposers are more generous towards high-status recipients and vice versa (Epps-
Singlton-Test, significant at the 5%-level). Interestingly, this superior handling of high-status
people is also evident in the random treatment, contradicting the findings of Hoffman and
Spitzer (1985), but aligning with Demiral and Mollerstrom (2018).

Further experimental results highlight that the status position influences the acceptance of
income inequalities, in that low-status people are more satisfied with disadvantageous payoff
differences than high-status people are (Albrecht et al. 2013). Relating to this, Fleiß (2015)
examines the impact of merit in an ultimatum game. Roles are either randomly assigned
(participants draw cards with numbers, which they assign to computers with predefined roles)
or acquired in a general knowledge quiz, with the winner declared as proposer. In summary,
their results are consistent with previously presented experiments, in which proposers offer
less when roles are earned (random: 7.6 vs. earned: 6.5, U-test, two-tailed, p = 0.040),
while recipients accept less in the earned treatment (4.7) than in the random treatment
(6.5), which is significantly different at the 1%-level (U-test, two-tailed, p = 0.009) (pp.
397-400). Although overall rejection rates do not differ between role-assignment procedures
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(U-test, two-tailed, p = 0.934), rejection rates for offers below the 50-50 split are significantly
lower when participants earn their roles (0.313) than when they are randomly assigned
(0.506), which is statistically significant at the 1%-level (U-test, two-tailed, p = 0.005).
Hence, recipients accept to receive less when roles are earned because they (may) view
others with better performance or higher status as more legitimate and are therefore more
willing to accept their decisions (Fleiß 2015, pp. 389-390). Similarly, using an ultimatum
game with status differences, Blue et al. (2016) confirm these results with both one’s status
and the status of the interacting person influencing acceptance behavior. They highlight that
recipients of lower status are more likely to accept lower offers and that low offers are more
likely to be accepted by high-status decision-makers.

Huberman et al. (2004) examine the role of attaining higher status in different cultures
and exhibit that status is valued independently of monetary aspects. People are willing to
pay for a higher status, while this status-seeking behavior is more pronounced for men than
for women. In a dictator game with third-party punishment, von Essen and Ranehill (2011)
induce status by a noble or common surname showing that low-status men with common
names are punished more than low-status women. Other experimental and empirical studies
support the connection between gender and status-seeking behavior, showing that men are
generally more sensitive to social hierarchies (among others, see e.g. Campbell 2002).

Even in moral disengagement situations, the interacting person’s status influences violent
behavior, here receiving money for inflicting electric shocks. Among participants matched
with someone of the same status position, i.e., high status matched with high status or low
status matched with low status, fewer electric shocks are carried out than when matched
with someone of a different status position (29.6% with equal status and 74.1% with dif-
ferent status), which is statistically significant at the 1%-level (Falk 2017). In bargaining
situations, Ball et al. (2001), Feltovich (2019), and Gächter and Riedl (2005) point out that
an earned bargaining position results in less equal splits and is, thus, closer to the theoretical
predictions than with randomly assigned roles.
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Summary 4.5: Experimental Evidence on Status Differences

To summarize, these results indicate that one’s status and the status of the interacting
person influences the acceptance of resource distributions, with participants in earned
roles generally deserving more. Participants are more willing to accept income inequal-
ities when status differences exist. However, the way roles or positions are assigned,
either randomly or through a specific procedure, does not automatically lead to sig-
nificant differences in allocation decisions and reciprocal reactions. Three interesting
aspects are worth noting:

(1) When high- and low-status individuals interact, high-status individuals tend to be
treated better, are seen as more deserving, and may allocate a smaller amount
to recipients.

(2) This superior handling of high-status people is voluntarily accepted by low-status
people.

(3) There may be an effect of the role assignment procedure on reciprocal reactions
that is prevalent only for low offers or amounts under the equal split.

Consequently, we expect people with lower status to accept a smaller amount for them-
selves, as people with higher status deserve more. Since allocations in our setting are either
equal (everyone gets the same) or unequal (dictators get almost all of the endowment), the
process by which roles are determined is expected to influence the response of recipients.
Because unequal allocation distributes only a small fraction of the resources to recipients,
differences in reciprocal responses between a random and a nonrandom procedure are likely
to occur. Together with the evidence presented on legitimate status differences, the following
working hypothesis states the resulting expectations for our experiment.

Working Hypothesis 12 (Role-Assignment) We assume that legitimate status differ-
ences lead to a higher acceptance of inequalities and consequently fewer punishment points
are imposed for decision-makers with a legitimate status position.

4.3.2. Implementation of Status Differences

As it is already specified in the last section, there are various procedures or mechanisms by
which individuals are assigned to groups, roles, or positions that induce status differences
in laboratory experiments. They range from more or less random mechanisms to real-effort-
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tasks, which require participants to work in some way, over to different quizzes, either as
knowledge, trivia quiz, or mathematical tasks.

Table 4.3 overviews different group-building mechanisms typically used in experimental
settings. It should be mentioned that this overview is far from comprehensive and classifies
tasks based on their similarity, although other classifications are also conceivable.37 Five
categories of tasks are distinguishable:

(1) Random procedures, in which group-building is as random as possible, for example, by
a coin flip or a computer.

(2) Real-effort tasks that require effort. One prominent example is the slider task or the
hash-mark game. These tasks are often used when participants have to earn their
endowment during the experiment.38

(3) Real-effort tasks of cognitive ability such as Raven’s Matrices or math tasks.

(4) Real-effort tasks of quizzes, such as knowledge or trivia quizzes. The last two categories
are closely related as both require some knowledge or skill.

(5) Characteristics acquired outside the laboratory, such as age or gender.

In laboratory experiments, there are two ways to have participants solve a task. In one,
they are divided into pairs and compete against each other. After completing the task, one
of them is declared the winner and is given a superior role (for example, as in Hoffman and
Spitzer 1985). Alternatively, all participants compete in one session and are then ranked
according to their performance (for example, as in Demiral and Mollerstrom 2018). If the
task is completed simultaneously and participants are ranked according to their performance,
then the conditions of the status definition from the beginning of this chapter are satisfied;
a ranking of people, which is socially recognized and associated with a superior handling or
reward, here in the sense of the decision right.

To indicate different social ranks and, thus, high- or low-status positions in the laboratory,
different methods are usually used. In one, stars are assigned to participants (among others,
37This overview focuses on experiments from economics; there are, of course, more procedures from other

disciplines such as psychology, often involving deception.
38This has vast implications for subsequent decisions – for example on the (re)distribution of endowments

or charitable giving. For example, according to Dankova and Servatka (2015) and Cox and Hall (2010)
the intensity of reciprocal responses is stronger when the endowment is earned. For an overview of this
literature and corresponding procedures, see the article by Carpenter and Huet-Vaughn (2019). Since
the endowment is not earned in this study, but distributed by the experimenter, we do not discuss these
experiments further.
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Table 4.3.: Overview of Tasks used in Laboratory Experiments
Category Task Exemplary paper

Random Computer / Experimenter Bartling et al. (2015), Anselm et al. (2022)
Coin flip Hoffman and Spitzer (1985)
Color chips Butler (2014)
Klee-Kandinsky Paetzel and Sausgruber (2018)

Effort Slider Gill and Prowse (2019)
Hash-mark game Hoffman and Spitzer (1985)
Encoding words /
coding speed test

Feltovich (2019), Segal (2012)

Cognitive ability Raven’s progressive matrices Paetzel and Sausgruber (2018)
Math/arithmetic task Blue (2016), Demiral and Mollerstrom (2018)
Summation task Hett et al. (2020)

Quiz Current event quiz Hoffman et al. (1994)
General knowledge quiz Fleiß (2015)
Economic trivia quiz Ball et al. (1998; 2001)

Characteristics Gender Eckel and Grossman (2001), Campbell (2002)
Name Essen and Ranehill (2011)
Age Mertins et al. (2013)

see e.g. Ball et al. 2001; Blue et al. 2016) or participants are declared as member of a high-
status (low-status) group (among others, see e.g. Paetzel and Sausgruber 2018; Hett et al.
2020). Alternatively, the status position is not explicitly declared, but indirectly implemented
through an advantageous handling, such as being the decision-maker (among others, see
e.g. Fleiß 2015; Demiral and Mollerstrom 2018). When a quiz assigns people to different
groups or roles, participants are often referred to as winners or losers (among others, see
e.g. Hoffman and Spitzer 1985). As these examples highlight, there are two ways to indicate
status differences. Either participants explicitly know that they have high status and a
superior role, or they have a special role but are not explicitly told.

In our experimental design, participants are not explicitly declared as having a higher
status. Rather, the instructions explain that participants with a higher grade are decision-
makers and have the right to determine the final allocation. To declare explicitly the superior
role of participants might prime them and, as a result, their behavior might be influenced.
Additionally, the declaration can foster the identification with the in-group, which is expected
to result in more in-group favoritism and discrimination against the out-group. This would,
probably, lead to more punishment by the recipients as they generally discriminate against

99



the dictators as their out-group.39 As the aim of our study is not to further investigate
the in-group bias and the influence of social identity, we decide to induce status differences
indirectly. With this, we expect to measure the effect of status differences on the assigned
responsibility and not identity implications.

39This would also imply that dictators generally decide in favor of their in-group, which would result in far
more choices of the unequal allocation.
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5. Upshot: How Should (Could) one
Attribute Responsibility to Individuals
in Groups?

In the introduction we highlight the main aspect of our study: how recipients assign respon-
sibility to the decision-makers. More specifically, the recipients’ reaction in terms of assigned
punishment is determined not only by the decision making process, but also by the group
formation process. Therefore, Part I highlighted the theoretical and empirical evidence on
factors influencing this reaction, which we aim to bring together in this chapter in order to
provide a synthesis of what determines assigned responsibility in a setting with (legitimate)
status differences and actively (passively) implemented decisions.

The decision-makers in our experiment decide individually which allocation to choose,
while the final outcome is the result of a group decision consisting of several individual
choices. Consequently, we have two dimensions on which responsibility can be assigned:
first, to the individual decision-maker for his or her choice, and (or) second, to the group
as a whole, since no individual alone can determine the final outcome. The judgment as to
whether a decision-maker is responsible for a choice and (or) the outcome, then provokes
punishment.

Thus, in the simplest way, the following relationship can be assumed: a recipient compares
the actually chosen allocation (or outcome) with (his) just perception, evaluates the decision-
maker as responsible for a deviation, and thus punishes him. However, it is not so simple,
and the relationship is not (always) as straightforward as described. There are factors that
mitigate judgment and/or reaction, as a result of which someone is not punished even though
the actual and fair allocation may differ. For example, if a recipient perceives the status
differences as legitimate, he may be more likely to accept the responsibility of the decision-
maker and assign no (or less) punishment. Consequently, even if a decision-maker is perceived
as responsible, punishment may not be inevitable.

In what follows, we focus on the comparison between actual allocation and fair allocation,
where the latter is guided by situational factors and individual preferences.40 The result of
40For simplicity, we refer to decisions and outcomes using the term allocation, although we still have in mind

the two possible dimensions (individual- and group-level) in which responsibility can be attributed.
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the comparison is the judgment of whether a decision-maker is responsible or not, leading
to the (potential) punishment reaction.

In our experiment, we can only measure the reaction (in terms of assigned punishment
points), not the evaluation per se. Thus, we have to assume that participants punish when
they judge someone to be responsible. However, as the Shultz-Schleifer Model (see Section
2.1.2) makes it clear, there is in fact a difference between assigning responsibility and pun-
ishing, which is not necessarily the same thing. However, without making this assumption,
perceiving someone as responsible without punishing is not measurable with our experimen-
tal design, although of course it may be the case.

Figure 5.1.: Schematic Visualization of Responsibility Attribution

First, and as shown in Figure 5.1,41, we distinguish between the decision-making process
and the group-building process, and begin by focusing on the former. The comparison be-
tween the actual allocation and the just or fair allocation (which leads to the judgment that
someone is responsible) is guided by social norms, preferences, and counterfactual thinking.

Related to this, (social) norms define the appropriate behavior in specific situations and
thus change from situation to situation. Even small changes in a situation can alter the
appropriate norms (Bernhard et al. 2006; Fershtman et al. 2012, pp. 137-140), thereby
influencing individual behavior in almost all decisions. The appropriate norms in a given
41The visualization follows Jasso et al. (Jasso et al. 2016, pp. 201-203), who use a similar concept to specify

how people form perceptions of distributive justice.
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situation and others’ expectations of the decision-maker acting in accordance with these
norms then influence the punishment decision (Elster 1989; Fehr and Gächter 2000b; Ostrom
2000).

Counterfactual thinking is the mental consideration of possible (hypothetical) alternatives
in order to evaluate whether a behavior is appropriate (i.e., in accordance with social norms)
or whether some other behavior (i.e., a different allocation) would have been better, in other
words (more) just (Kahneman and Miller 1986; Gurdal et al. 2013). Thus, counterfactual
thinking is relevant in determining the cause of an outcome (Mandel and Lehman 1996,
p. 450). The concept of causality, as defined by Orcutt (1952) or Hausman (1986), implies
that manipulating the cause would lead to less (more) attributed responsibility and thus
less (more) attributed punishment. This also implies that the relationship is unidirectional,
since, for example, norms influence the decision to punish, but not the other way around.

Consequently, norms define the just allocation depending on the situation, while a recip-
ient compares the actual allocation with the just allocation by counterfactual thinking of
possible alternatives that determine the attributed responsibility. However, the concept of
responsibility attribution, or rather the evaluation of whether a decision-maker is respon-
sible or not, is a multidimensional construct, since different factors, sometimes exclusive,
sometimes overlapping, influence the attributed responsibility (Shaver 1985). In addition,
different people may have different factors relevant to them, so the evaluation is also in-
fluenced by individual perceptions that do not change situationally, such as preferences,
perceptions of justice/fairness, or the way decisions are made (actively or passively) (Konow
and Schwettmann 2016, p. 95). As they (can) increase or decrease the assigned responsibility,
they have to be taken into account.

It is easier to imagine alternatives to an action than to an act of omission, since no action
is taken (Kahneman and Miller 1986, p. 136). Regarding the definition of causality, it is
also questionable whether a decision-maker is causally responsible for an act of omission,
since he has done nothing, i.e. no action has taken place. In addition, an act of omission
may result from inertia (Thaler and Sunstein 2003, p. 177), inaction, or ignorance (Conrads
and Irlenbusch 2013; Bartling et al. 2014a), which are not always easy to disentangle and
which again call into question the causal relationship of omissions. For example, if the first
decision-maker chooses the unequal allocation and the second decision-maker chooses the
equal allocation, he may be perceived as deferring the decision to the third decision-maker
(who is then inevitably the pivotal decision-maker) in order to avoid effective punishment
(among others, see e.g. Bartling and Fischbacher 2012; Oexl and Grossman 2012). Alter-
natively, the choice of equal could be his preference, or the result of laziness to change the
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default option. Either way, the intent behind an act of omission is less obvious (Spranca
et al. 1991, p. 77), so judging or comparing fair and actual allocation is more difficult and
may be inaccurate.

In this respect, assigning responsibility to the pivotal or initial decision-maker also depends
on causality and counterfactual thinking. Each part of a decision sequence is evaluated in
terms of its probability of changing the outcome, while responsibility is assigned in terms
of its relative contribution. However, an act of omission does not change the probability of
the outcome, so no (or less) causal responsibility is attributed (Spellman 1997, p. 345). This
is true for the initiator, since it is imagined what might have happened if his action had
not been taken or had been taken differently (Spellman 1997, pp. 323-327), but also for the
pivotal decision-maker, where, i.e., in the Structural Model Approach, the minimum number
of chances for an action to be counterfactually dependent on the outcome is considered
(Chockler and Halpern 2004, pp. 94-95).

Additionally, when people assign responsibility, they consider the fairness of the situation,
the outcome, and the process that leads to the outcome. Because different people apply
different notions of fairness, there is no single understanding of fairness that applies to
everyone (Cappelen et al. 2007, p. 818, 2010, p. 441). Consequently, fairness preferences
are heterogeneous, pluralistic, and context-dependent, as different fairness principles are
shared, but their interpretation and how they are valued depend on the context (Konow
and Schwettmann 2016, p. 95). Again, a just or fair distribution may differ depending on
the situational context, with people having different perceptions of fairness or justice in the
same situation. Consequently, judgment and reaction to the same decision sequence may
differ and may not be explained by a single criterion consistent with the multidimensional
concept of responsibility attribution.

Typically, behavior that is inconsistent with self-interest and payoff maximization is often
explained by social preferences. Accordingly, people are either inequality averse and prefer
equal payoffs for all (Fehr and Schmidt 1999; Bolton and Ockenfels 2000), or focus on the
intention of the decision-maker (Rabin 1993; Dufwenberg and Kirchsteiger 2004), or take
outcome and intention into account when evaluating the fairness of an allocation (Falk and
Fischbacher 2006; Falk et al. 2008). Each preference is associated with different expectations
about how punishment is distributed. Inequality-averse individuals punish an unequal out-
come because payoffs are not distributed equally, while equal outcomes are not punished.
Intention-focused individuals punish when the decision reveals an unkind intention, i.e., when
choosing the unequal allocation, though this may be mitigated by a passive implementation
(an act of omission) because the underlying intention is not so obvious. Bringing the two
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models together, an individual may consider the implemented outcome in addition to the
(unkind) intention when deciding to punish.

Complementary to social preferences, distributional preferences specify (objective) crite-
ria for how distributions should be allocated in a just and fair manner. Equality, consistent
with outcome-based models of social preferences, postulates equal payoffs for all (Konow
and Schwettmann 2016, pp. 84-85), while equity distributes resources according to the input
provided (Becker 2012; Hülle et al. 2018). Consequently, a decision-maker who provides the
same input as the recipient should have the same output. If not, punishment is likely. The
need criterion distributes resources according to individual needs (Miller 1999), while the
entitlement criterion specifies to allocate resources based on past performance or acquired
characteristics with the entitled person having access to more resources mitigating the as-
signed punishment (Hülle et al. 2018). However, how these entitlements are (legitimately)
allocated is not necessarily clear, as will be shown below. Accountability (or luck egalitari-
anism) distinguishes between controllable and uncontrollable factors (i.e., those that affect
production), while an individual is not responsible for uncontrollable factors because he is
not causally connected to them (Konow 2000, pp. 1073-1074; Dworkin 1981). Consequently,
without a causal connection to an inequitable outcome, a decision-maker is not responsible
and thus should not be punished.

The situational dimension of social norms is quite obvious for distributional preferences. In
some situations, people may prefer an equal distribution and refuse to have more than others,
while in other situations they may prefer to have more than others (Fershtman et al. 2012,
pp. 133-140). Norms may also postulate the appropriate distribution of income or goods. In
this regard, they specify what is perceived as a fair allocation, which is often a fifty-fifty
split (Elster 1989, p. 101). Fehr and Fischbacher (2004) examine the egalitarian distribution
norm in a dictator game and highlight that almost two-thirds punish if this norm is violated.
The more the norm is violated, the more punishment is imposed (pp. 78-79).

Speaking of distributive justice and fairness, the second dimension comes into play: the
procedure. Since the process can be the choice of an allocation (either active or passive)
or the mechanism for assigning different status positions, as in this study, the justice or
fairness of these processes is essential. Similarly, to judge whether a procedure is fair, or
rather legitimate, counterfactual thinking takes place. Thus, the procedure actually used is
compared to a fair procedure (Vermunt and Steensma 2016, p. 223). Consequently, the same
relationship exists in the legitimacy assessment of the group-building process, which assigns
decision-makers and recipients to their roles (visualized in the upper part of Figure 5.1).

In general, how positions or entitlements are assigned in laboratory experiments, either
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randomly or through a specific procedure, does not automatically lead to significant differ-
ences in allocation decisions and reciprocal reactions (see e.g. Hoffman et al. 1994; Demiral
and Mollerstrom 2018). However, usually people with high status positions are treated bet-
ter and are seen as more deserving and claiming more for themselves (Ball and Eckel 1998;
Albrecht et al. 2013). A status is a position based on a ranking in a society or group, where
one position is simply seen as better than the other (Ball and Eckel 1998). In our experiment,
we induce status differences by assigning participants to different status positions based on
either a more legitimate random procedure or the final grade as less legitimate. When status
positions are perceived as legitimate, they lead to social validity and stability, so inequal-
ities are more likely to be accepted (Ridgeway 2001, pp. 257-258). Consequently, it may
be socially acceptable to have more than others, and unpleasant decisions or outcomes are
less likely to be opposed, if status differences, or the process by which these differences are
implemented, are legitimate (Fershtman et al. 2012, pp. 133-140). What is seen as legitimate
and leads to just status differences is based on the internalized norms and values of a society,
while either the actor or the action (or both) can be legitimate (Kelman 2001, p. 55; Tyler
2001, p. 416).

The distinction between empirical and normative legitimacy helps to explain why an actor
can be seen as (normatively) legitimate even though his decisions are not accepted because
he is not legitimate in an empirical sense (Hinsch 2008). Since we have an objective and
legitimate criterion to assign roles, the requirements for normative legitimacy are met in
our setting. However, if the decision-maker is not perceived as legitimate in an empirical
sense because he does not have subjective approval, neither the actor nor his actions will be
accepted and supported. Consequently, his decisions, especially unequal decisions, are less
likely to be accepted, or rather the difference between just and actual distribution is less
likely to be accepted, so (more) punishment is expected.

Although many different procedures are typically used in laboratory experiments, it is
still an open question as to what exactly constitutes a more (less) legitimate procedure for
inducing status differences (we refer to Table 4.3 for an overview of different procedures).
Furthermore, a procedure or mechanism may be legitimate for assigning roles in a dictator
game, but not in every other decision situation. In order to find two mechanisms for our
experiment, one of which is perceived as more legitimate and the other as less legitimate,
we conduct a short pretest in which we evaluate four different mechanisms with respect to
their legitimacy in our concrete decision context.

Before doing so, however, we want to summarize the determinants we identified for deter-
mining the just allocation, thus, the comparison between the actual and the just allocation
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leading to the judgment of responsibility, which in turn determines the reaction, i.e., the
decision to punish.

Summary 5.1: Attribution of Responsibility in Groups

The decision-making process is determined by the comparison between the actual and
the just allocation, through the counterfactual consideration of what other allocation
would have been possible or more just. Therefore, it, determines the judgment of
responsibility that leads to punishment. The perception of what constitutes a just
allocation is determined by situational social norms as well as individual social and
distributional preferences. Defaults and acts of omission are perceived less negatively,
and thus punished less, because the intention and causal role of the decision-maker is
less clear.

In addition, in the group-building process, the actual procedure is compared to a (po-
tentially) fair procedure, which determines the legitimacy judgment. Unkind decisions
that result in inequalities are more likely to be accepted if status differences are legit-
imate, so less punishment is imposed.

Even with this theoretical clarity, the question of what constitutes appropriate behavior
remains open. Consequently, it may lead to inconsistencies with prevailing social norms, as
each individual may take a different norm as a starting point, leading to different evaluations
and thus different reactions (Fershtman et al. 2012, pp. 133-140). In addition, the comparison
of the actual allocation, outcome, or process with other (possible) alternatives also depends
on the available allocations, outcomes, or processes, which are mentally constructed (Wells
and Gavanski 1989, pp. 161-167; Malle et al. 2014, pp. 151-156). For example, unfair dis-
tributions in ultimatum games are more likely to be accepted if another unfair distribution
could be chosen. Conversely, they are more likely to be rejected if another fair distribution
is possible (Falk et al. 2003; Sobel 2005). Thus, counterfactual thinking also depends on
availability.

There is another dimension that can influence the evaluation: the gender of the recipient.
The presented experimental and empirical evidence suggests that women are more inequality
averse (Andreoni and Miller 2002; Dufwenberg and Muren 2006), more loss averse (Schmidt
and Traub 2002), and more risk averse (Holt and Laury 2002; Croson and Gneezy 2009)
than men, which is expected to affect their punishment decision. Moreover, in a public goods
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game, women are slightly more likely to punish (Burnham 2018), while men are more likely
to support punishing unfair behavior (Singer et al. 2006). Consequently, women are more
sensitive to the situational context of the decision situation, leading to greater behavioral
variability, so the evaluation or comparison between actual and fair allocation may also differ
between men and women. In addition, men are more sensitive to social hierarchies, which
in turn may affect their punishment behavior, as they may (generally) punish more when
status differences are induced (Burnham 2018).

By now it should be obvious that the attribution of responsibility is a multidimensional
construct, with various relevant factors that depend on the individuals involved and the
situational context (Shaver 1985). In the following second part of this study we come to our
experiment with the purpose of shedding light on two dimensions and their implications on
the individually assigned responsibility – more specifically, on how status differences and
actively/passively implemented decisions determine the recipient’s reaction.
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Part II.

Experimental Design and Results
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6. Experimental Design

The second part of our study presents the experiment, which aims to elucidate how respon-
sibility is attributed to individual decision-makers in a group decision-making context with
status differences and active (passive) decisions. A challenge, which we believe our design
overcomes, is to investigate the (potential) interaction of a default and status differences
on the attributed responsibility. Since the decision context has already been used in other
experimental studies, comparisons with them are possible.

In our experiment, we first implement a default option with a preselected allocation that
could be passively implemented. Since the effect of defaults implemented by doing nothing
has already been studied in various experimental settings (among others, see e.g. Spranca et
al. 1991; Jachimowicz et al. 2019), its expected direction of action is quite clear. Nevertheless,
the purpose is to investigate whether a default also influences punishment behavior in our
setting. Second, we induce more or less legitimate status differences between participants
with the expectation that inequalities are more likely to be accepted if they result from a
legitimate process (among others, see e.g. Albrecht et al. 2013; Hegtvedt et al. 2003).

To our knowledge, combining status differences with a default in such a setting has not
been done before, so their combined effect on the assigned responsibility remains speculative.
The experiments by Bartling et al. (2015) and Anselm et al. (2022) divide participants
randomly to their roles, which may be perceived as less (more) legitimate, influencing the
punishment behavior. Consequently, it is not clear whether recipients punish because they
want to assign responsibility or because they evaluate the group-building mechanism as less
(more) legitimate and (do not) accept the higher status of decision-makers.

However, before turning to our main experiment, we need to clarify which group-building
mechanism is actually perceived as more or less legitimate. As we have seen in Section 4.3.2,
there are many different procedures that are typically used to induce status differences, all
of which have the same intention of placing participants into different roles or positions that
are socially accepted. Since the perception of what participants consider to be a more (less)
legitimate mechanism is the core element of the acceptance of status differences (Weiss and
Fershtman 1998, p. 802; Bettencourt et al. 2001, p. 521), we want to make sure that we use
two mechanisms that are actually perceived as legitimate (or less legitimate). Our pretest
ensures exactly this aspect by testing four different mechanisms for their legitimacy against
each other.
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Therefore, Part II of this study is divided into three chapters that present the experimental
design (Chapter 6), the results (Chapter 7), and conclusion of our study (Chapter 8). In this
chapter, we start with the pretest (Section 6.1), where different group-building mechanisms
are evaluated according to their legitimacy in inducing status differences. Then, the most and
least legitimate mechanism is used in our experiment as a procedure for assigning different
status positions.

In Section 6.2, we present our experimental design and the general procedures (Section
6.3) of the data collection process. Due to the proximity to the experiment of Bartling et al.
(2015), Section 6.4 provides a brief methodological discussion of the two different elicitation
methods, the direct response and the strategy method, as well as an overview of the quantity
and quality of replications. This chapter concludes with the hypotheses (Section 6.5), which
are the contextual transition to Chapter 7, where the results of the experiment are presented.

6.1. Pretest

6.1.1. Evaluation of Different Group-Building Mechanisms

As shown in the previous chapter, there are various ways to assign participants in labora-
tory experiments to groups that occupy different roles or positions. Acceptance of the status
differences created in this way is relevant and influences individual behavior and the accep-
tance of decisions and their resulting outcomes. Thus, status structures must be perceived
as legitimate in order to be accepted, as this may determine the attribution of responsibility
(among others, see e.g. Turner and Brown 1978; Bettencourt et al. 2001; Olson and Hafer
2001).

However, there is no clear concept in the experimental literature of what exactly constitutes
a legitimate or illegitimate group-building mechanism. Because this is fundamental to the
primary research idea of this study, a brief pretest is administered in which four group-
building mechanisms are tested on a scale of 1 to 7 in terms of how legitimate they are.
Then, the most and least legitimate mechanisms are used in the laboratory experiment
to actually divide participants into decision-makers and recipients. The four mechanisms,
random, slider, Raven’s matrices (IQ), and final grade, represent the four main categories of
procedures presented in Table 4.3.

Before turning to the design and results of the pretest, each mechanism is explained in
detail42 and assumptions about the legitimacy rating are formulated.

42See Appendix A.1 for the instructions used in the pretest.
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• Raven’s matrices: Raven’s matrices43 are non-verbal multiple-choice questions de-
signed to measure cognitive ability. Participants have a fixed time limit to select one of
eight possible symbols/pictures that fit the pattern. The questions are adapted from
Séréville and Myers (1994) and used by Putterman et al. (2011) and Paetzel and Saus-
gruber (2018). Since mathematical or knowledge quizzes only test ability in a specific
area, the matrices are more general and do not require advanced school or college
education.

• Final grade: The final (school) grade is a characteristic acquired in the past and has
no direct relation to the situation in the laboratory. The effort or ability required to
achieve the grade is not measurable during the experiment. People who have a ‘bad
day’ or are unfamiliar with the experimental sessions are not disadvantaged by this
mechanism, while participants with laboratory experience have no advantage. However,
the associations with school grades are quite polarizing. On the one hand, school grades
should provide information about the individual’s intelligence, ability, and knowledge
(Wentzel 1991; Camara 2005). On the other hand, school qualifications often depend
on many aspects, such as the family situation (parents’ education) or the school itself
(private vs. non-private), or the local place (city or urban area) (Süß 2001; Ingenkamp
1997). Thus, it is controversially discussed what the final grade might actually reflect.

• Slider task: The slider task represents real effort tasks that measure effort within a
short and predefined time. On a (web) page, sliders are displayed at a random number
between 0 and 100, and participants have to move them to a given (also randomly
determined) number. The goal is to complete as many sliders as possible within a given
time limit. Therefore, this task is easy to understand and does not require any special
knowledge or skills, although a keen perception or experience in using a computer
mouse may be helpful (Gill and Prowse 2019, pp. 2-3).

• Random: Random assignment is the most common and standard way to assign dif-
ferent roles or positions. Typically, when status differences are implemented, randomly
assigned roles are used as the baseline, since no special skills, knowledge, effort, or
other (external) characteristics determine them (among others, see e.g. Hoffman et al.
1994; Bartling et al. 2015). Thus, all participants have the same probability of being
assigned to any position or status group.

Based on empirical legitimacy, we expect that Raven’s matrices will be evaluated as the
43Hereinafter the term IQ is used to refer to this mechanism.
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most legitimate mechanism because it signals (cognitive) ability and thus provides concrete
information about the status holder. Although the ability is not related to the task, it may
be perceived as a good measure of competence. Regarding the evaluation of the slider task
and the final grade, we expect that the final grade will be perceived as more legitimate than
the slider task. As with the Raven’s matrices, a good final grade can signal competence and
ability, although it is less neutral than the Raven’s matrices because grades in school are
always somewhat subjective. The slider task does not require any special knowledge or ability,
only effort, so it provides less information about an individual with many correct sliders.
Finally, since a random procedure provides no information and is completely arbitrary, we
expect it to be rated as the least legitimate mechanism.

6.1.2. Design and Procedures

The pretest opened with an explanation of the hypothetical situation and the different
group-building mechanisms that the participants had to evaluate. First, the situation itself
was explained to the participants. They were told that a group of six people would be divided
into three decision-makers and three recipients. The three decision-makers then had to divide
an amount of money between themselves and the three recipients. Participants were asked to
rate the legitimacy of the four mechanisms for dividing the six people into decision-makers
and recipients. For a better understanding, they were shown a picture that outlined the
situation. After the context was explained, the four different mechanisms were presented in
a randomized order. First, each mechanism was described in detail and, if relevant, a short
example or picture was shown. Then, at the bottom of the page, a scale from 1 to 7 was
displayed, with 1 being completely not legitimate and 7 being completely legitimate. Figure
6.1 shows a sample screen from the slider task. The scale at the bottom of the page was
similar for all four mechanisms. After each mechanism was evaluated, a short questionnaire
asking for demographic information was implemented.44

The pretest was programmed in oTree (Chen et al. 2016) and conducted online in July
2020 with students recruited via hroot (Bock et al. 2014). We used a within-subject design
where all participants had to rate each mechanism. A total of 105 students participated, of
which 36% are male; the mean age is 25.7 years.

44For the exact wording and instructions of the hypothetical situation and the four mechanisms, see Appendix
A.1.
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Figure 6.1.: Example: Slider

6.1.3. Results

This section presents the results of the pretest and their implications for the upcoming
experiment. First, we present descriptive statistics and look at gender differences. We then
turn to tobit regression analyses. For this purpose, the data is transformed into a panel
structure, where each mechanism represents a time component, resulting in four observations
per participant.

Recall that the rating for each mechanism ranges from 1 (= completely not legitimate) to 7
(= completely legitimate). Figure 6.2 shows the mean rating for each mechanism, with larger
numbers indicating higher legitimacy. Error bars represent the 95% confidence intervals, and
p-values are calculated using two-tailed, within-subjects t-tests.45 With a mean of 4.88,
a random procedure is rated as the most legitimate group-building mechanism, while the
final grade is rated as the least legitimate mechanism (mean of 3.09). All mechanisms differ
significantly from each other, at least at the 10%-level (IQ and slider). The evaluation of
random as the most legitimate mechanism is further supported by the fact that the difference
to the three other mechanisms is highly significant at the 1%-level.
45All t-tests presented in this study refer to the two-tailed significance level unless otherwise noted. In

addition, nonparametric rank sum tests are computed and mentioned when they result in different levels
of significance.
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Notes: Rating scale range from 1 (completely not legitimate) to 7 (com-
pletely legitimate). The p-values are from two-tailed t-tests, assuming
equal variances. Bars represent the 95% confidence interval. *p ≤ 0.1,
**p ≤ 0.05,***p ≤ 0.01.

Figure 6.2.: Mean Rating of the Four Mechanisms

As mentioned in Section 3.2, men are generally more competitive than women and more
sensitive to (status) hierarchies (among others, see e.g. Campbell 2002; Burnham 2018), so
it is valuable to discuss the ratings separately for men and women. Table 6.1 provides the
results of this comparison.

The overall ranking of the four mechanisms and which is considered most/least legitimate
does not differ between men and women. However, a closer look at the results indicates that
women are more extreme in their evaluation behavior than men. Specifically, the spread
between the most legitimate procedure (random) and the least legitimate mechanism (final
grade) is 2.2 points for women and 1 point for men. Women rate a random procedure as
almost twice as legitimate as the final grade (5.01 vs. 2.81). Thus, a random procedure is more
legitimate for women than for men, while the final grade is less legitimate for women than for
men (the difference is significant at the 5%-level).46 The rating scheme for male participants
shows that the differences between the mechanisms are less pronounced. Specifically, there
are only (weakly) significant differences between random and final grade (5%-level) as well
as random and slider (10%-level); there are no other significant differences. Except for IQ
46A corresponding rank sum test shows a significance level of 10%.
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Table 6.1.: Mean Rating of the Four Mechanisms
Rating Men Women t-test

Random
4.61 5.01

p = 0.295
(0.322) (0.220)

IQ
4.33 4.00

p = 0.361
(0.295) (0.213)

Slider
3.86 3.59

p = 0.487
(0.301) (0.227)

Grade
3.61 2.81

p = 0.026
(0.336) (0.186)

Table notes: Rating scale range from 1 (completely
not legitimate) to 7 (completely legitimate). Stan-
dard errors in parenthesis. The p-values are from
two-tailed t-tests of differences between men and
women, assuming equal variances.

and slider, women rate all mechanisms differently at the 1% significance level.
Next, we turn to more advanced regression analyses that examine the (possible) influence

of gender and other sociodemographic characteristics. Table 6.2 reports the results of a tobit
regression where the rating (from 1 to 7) is the dependent variable and a random mechanism
is the base category.

Since R2 is not valid for panel data tobit regressions, we use the Akaike’s Information
Criterion (AIC) values to assess which estimated model is the best. The AIC value measures
the combination of model fit and complexity, where fit is measured negatively, meaning that
the smaller the value is, the better the fit is (Akaike 1974).47 To compare the AIC value(s)
of our models, we compute them for each estimated model and then rank them, with the
model with the smallest AIC-value being the best model (Claeskens and Jansen 2015, p.
648).

Table 6.2 confirms the results already highlighted. In Model (1), all three mechanisms are
significantly different from a random procedure. Controlling for socio-demographic charac-
47There is a second measure, Bayesian Information Criterion (BIC), that is calculated similarly and is also

commonly used to compare different models. Both values measure the fit of the model equally, while the
complexity differs between the two values. The AIC doubles the number of parameters, while the BIC
multiplies the number of parameters by ln of the number of observations. Specifically, AIC and BIC are
defined as follows: AIC = −2 · ln(likelihood) + 2 · k; BIC = −2 · ln(likelihood) + ln(N) · k, where k =
number of estimated parameters and N = number of observations. Consequently, the two values differ in
their calculation of complexity. Determining the useful value of N is problematic for BIC, especially for
dependent observations (Akaike 1974; Raftery 1995). Since this may be relevant to our data, we use the
AIC values to compare our models.
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Table 6.2.: Tobit Regression - Pretest
Rating (1) (2) Only male Only female

IQ -0.762*** -0.780*** -0.125 -1.019***
(0.235) (0.236) (0.422) (0.282)

Slider -1.190*** -1.194*** -0.756* -1.422***
(0.235) (0.234) (0.408) (0.282)

Grade -1.790*** -1.793*** -0.960** -2.211***
(0.235) (0.235) (0.416) (0.281)

Female -0.208
(0.211)

Age -0.015 0.034 -0.027
(0.020) (0.048) (0.021)

Riskneutral -0.368 -0.657 -0.150
(0.282) (0.442) (0.359)

Riskaverse -0.458* -0.430 -0.472
(0.247) (0.416) (0.303)

Second round -0.091 -0.503 -0.025
(0.235) (0.420) (0.282)

Third round -0.261 -1.024** 0.086
(0.234) (0.410) (0.282)

Fourth round 0.063 -0.354 0.199
(0.236) (0.419) (0.281)

Constant 4.876*** 5.811*** 4.529*** 5.942***
(0.176) (0.613) (1.333) (0.680)

Wald-χ2 61.52 69.34 17.11 68.51
p(χ2) 0.000 0.000 0.047 0.000
AIC 1692.54 1699.28 599.57 1107.15
N 420 420 144 276

Table notes: Random effects tobit regression with panel estima-
tor. Rating scale from 1 (= completely not legitimate) to 7 (=
completely legitimate) as dependent variable. Female is a dummy
variable for the respective socio-demographic variable. Random
group-building mechanism, riskaffine and first round as baseline
categories. ***p < 0.01, **p < 0.05, *p < 0.1.
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teristics (Model 2) strengthens this result. On average, the rating of IQ is 0.78 points lower
than the average rating of random. The slider task is rated 1.19 points less legitimate and the
final grade is 1.79 points less legitimate than random (p < 0.01). In addition, the self-rated
risk attitude has a significant effect on the rating, as risk-seeking people rate on average 0.46
points higher than risk-averse people (p < 0.1). Comparing the AIC of the two models shows
that the former has a lower AIC and is therefore better than the latter. However, since we
are only using these analyses to justify the most and least legitimate mechanism, it is not of
primary interest which model fits best.

Since Table 6.1 revealed gender-specific rating differences, we split our dataset and estimate
the tobit regression separately for men (Model 3) and women (Model 4). Looking at Model
3, we see that men do not rate IQ as significantly more legitimate than a random procedure.
However, the slider task and final grade are found to be more legitimate, although the effects
are only statistically significant at the 10%- and 5%-level, respectively. Men seem to rate
the mechanism presented in the third round as different from the mechanisms presented in
the first round. Since the distribution of mechanisms presented in the two rounds is quite
similar, this effect seems to be an artifact of the experimental design.

The final model includes only women. As expected from the previous analyses, the eval-
uation behavior of women is more dispersed. More specifically, the difference between the
most legitimate mechanism random and the least legitimate mechanism final grade is 2.21
(out of seven), which is highly statistically significant (p < 0.01). In addition, IQ and slider
are also considered significantly less legitimate than random. Interestingly, the significant
effect of risk attitude in Model 2 disappears when only men (or women) are considered.
We can only speculate as to the reasons why risk-averse individuals generally evaluate less
legitimately than risk-seeking individuals. To our knowledge, there are no experimental or
empirical studies that examine the effect of risk attitude on valuation behavior, i.e., whether
risk-averse people generally value differently than risk-seeking people.48

Table A.1 in Appendix A.2 reports the marginal effects of the last three tobit regressions
and the mutual tests for significant differences (Wald-F-tests) between each mechanism.
These analyses support the findings presented here that men’s ratings are less dispersed and
extreme in that not all mechanisms are significantly different from each other. Before turn-
ing to the implications of the pretest, the following summary highlights the two main findings.

48We will come back to this point later when we analyze the results of the main experiment.
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Summary 6.1: Results Pretest

From the pretest we can conclude two important things. First, a random procedure
is the most legitimate group-building mechanism, while final grade is the least legit-
imate. Second, the evaluation of the most and least legitimate mechanisms does not
differ between men and women, although women evaluate the four mechanisms more
extremely than men do.

6.1.4. Implications

The main implication of the pretest is that the two different group-building mechanisms we
use in the main experiment are a random procedure and the final grade. With these two we
divide participants into high and low status groups. However, before turning to the main
experiment, this section provides a brief discussion of both mechanisms, starting with final
grade and educational background in Germany, followed by randomization preferences in
individual choices.

Education as an indicator for assigning people to different status groups was discussed
in Section 4.1.1. Since education, or rather the final grade, is a crucial determinant for
inducing status differences in this setting, we discuss this topic in more detail here. When
personal characteristics such as gender or education are associated with a person’s status,
these characteristics are often used to infer the person’s performance (Ridgeway et al. 1998;
Fleiß 2015). How status is acquired, either through individual characteristics or through
actions, is quite important. Weiss and Fershtman (1998) point out that in the US school
education is the key level for attaining higher status (pp. 805-806), which is likely to be true
for almost all countries. Accordingly, a good education is in the interest of many people.

In the 2020/2021 German school year, more males than females graduated from high
school, while more females than males obtained the Abitur (55.15% of all graduates with the
Abitur were females). Of all female graduates, 38.73% obtained the Abitur, while 30.06%
of all male graduates left school with the Abitur (Bundesamt 2022). The final grades of
the Abitur differ depending on the geographical region, since the school system is the re-
sponsibility of the state and not the federal republic. The average final grade was lowest in
Thüringen (2.06) and highest in Rheinland-Pfalz with an average of 2.48 (Konferenz 2021).

In addition to obtaining a high level of education, the final grade plays an important role.
Usually, grades depend on individual performance and are important when applying for
college or a job. When talking about education or qualifications, performance is often used
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as a predictor of how professional positions are distributed or promotions are awarded (Fleiß
2015, p. 390; Burnham 2018, p. 2). As Wenzel points out: “Grades reflect learning that takes
place within the larger social context of the classroom and that requires effort and persistence
over long periods of time. In contrast, other measures of achievement, such as performance
on standardized tests, assess basic or specialized academic abilities and aptitudes at one
point in time without social influence” (Wentzel 1991, p. 1068).

In a cross-national meta-analysis of gender differences in school achievement, Voyer and
Voyer (2014) reveal that women have better grades in most courses at school, although they
do not perform better on achievement tests where men generally do better, especially in math
and science. Women’s better school performance exists at all levels of schooling: elementary
school, middle school, high school, and college (p. 1174). Intelligence and academic success
are positively correlated (r between 50 and 60), although other factors such as motivation,
cognitive ability, school-context and home context also determine academic success. One
explanation for why intelligent people do better in school is that they can process information
more easily and quickly (Fritz et al. 2018, pp. 171-172).

In Germany, the criteria for selecting students for universities is determined by the ‘Hoch-
schulrahmengesetz’. According to this, the final grade is mandatory for the selection process,
while other criteria such as weighted individual grades, tests, interviews, or previous work
time (such as vocational training) are optional. In this context, the final grade is the best
indicator of success in studies (among others, see e.g. Brandstätter and Farthofer 2002; Gold
and Souvignier 2005). Heine et al. (2010) use a questionnaire design and a representative
sample of graduates of the year 2008 in Germany to investigate what people with a higher
education entrance qualification (generally the ‘Abitur’) do half a year after graduation.
The majority of them, 62%, have already started their studies or vocational training (p. 1).
Additionally, they use logistic regression to analyze potential factors in the decision to study,
using the mean grade of all participants (2.3) as the benchmark.49 They find a significant
effect of final grade on the likelihood of going to college. After controlling for other factors
such as gender and social background, a drop of 1 grade reduces the probability of enrolling
by 17 percentage points (Heine et al. 2010, pp. 52-54).

However, there is also criticism of the final grade. On the one hand, the final grade depends
on a two-year period at school, where the grade is based on many exams in different courses,
so that aspects such as work effort at school and conscientiousness are considered (Camara

49Not surprisingly, the mean grade differs by family background. Graduates whose parents have a university
degree have an average grade of 2.18, while graduates whose parents do not have a university degree have
an average grade of 2.38, which is significantly different at the 1%-level (Heine et al. 2010, p. 50).
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2005). On the other hand, grades are also determined by subjective comparison criteria and
other non-academic determinants. As a result, there are (sometimes) large differences be-
tween classes, courses, and even states, because grades are subjective evaluations of teachers
(Süß 2001; Ingenkamp 1997).

Much of the research on status-related hierarchies has focused on SES, i.e., social class,
which refers to the economic or educational standing of one person relative to another (among
others, see e.g. Piff et al. 2010). However, relative educational attainment within the same
educational group, as expressed by final grade, has not been studied in experimental settings.
To our knowledge, there is no experimental study in which participants are ranked according
to their final grade and then divided into groups. As stated by SCT, the final grade (as a form
of education) can be seen as a diffuse status characteristic. Therefore, it does not implement
specific performance expectations in the task, as no special skills or abilities associated with
school performance are required. However, even the diffuse character of the final grade can
form expectations for the following group decision (Berger et al. 1966).

In our experiment, the final grade has nothing to do with the subsequent task and is not an
indicator or predictor of a (more) successful decision. Therefore, participants may perceive
the final grade as empirically unrelated to the task and somehow random. As presented here,
grades are seen as subjective and influenced by other criteria. In Germany, however, they
are always (and sometimes exclusively) used to select students for study programs because
they are a good indicator of success.

Somewhat unexpectedly, participants rated randomization as by far the most legitimate
mechanism for assigning people to different positions. However, there is a strand of literature
that can explain such a rating behavior. In this context, there is a body of (experimental)
literature showing that people do not (always) have stable preferences, as they (randomly)
make different choices even when options are the same, which contradicts the completeness
axiom as a fundamental assumption in economic decision making (Cettolin and Riedl 2019).
There are three prominent explanations for such stochastic or random choices. (1) People
make stochastic choices because their preferences are stochastic. (2) People make stochastic
errors because they have stable preferences. (3) People voluntarily change their choices to
achieve an optimal level of outcomes or to minimize regret (Agranov and Ortoleva 2017,
p. 41, 2022). Specifically, people are found to have a preference for randomization in that
they prefer a random procedure (such as a coin flip) to choose for them, especially when
their decision affects another party. Cettolin and Gächter (2019), for example, find that
half of subjects behave inconsistently with expected utility models that assume complete
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preferences. In addition, when a decision determines one’s own payoff and the payoff of
another party, Sandroni et al. (2013) show that nearly a third of participants have a tendency
to implement such a decision through a random device rather than choosing it themselves.
Even if such a randomization procedure is costly, people show a tendency to delegate their
decision (Agranov and Ortoleva 2017).

Consequently, people have been found to have a preference for randomization in some
situations (among others, see e.g. Sandroni et al. 2013; Cettolin and Riedl 2019; Agranov
and Ortoleva 2022), which may explain why they rate a random group-building mechanism
as the most legitimate procedure. In addition, because a random procedure is completely
arbitrary, each participant has an equal chance of being assigned to each role, which may
have its own value for participants.

6.2. Experimental Design
Now that we have established the two mechanisms that induce status differences, we can
turn to the experimental design. Therefore, this section gives an overview of the treatments
and explains each part of the experiment in detail.50

Combining the two default options (equal and unequal allocation) with the two group-
building mechanisms (random and final grade) results in a 2x2 design (see Table 6.3).

Table 6.3.: Treatment Classification

Group-Building Mechanism
Random Grade

Default
Unequal

random-unequal grade-unequal
(T1) (T2)

Equal
random-equal grade-equal

(T3) (T4)

The experiment consists of four parts, which are described in detail in this section. The
first part is a simple dictator game with punishment, followed by the group-building stage in
the second part. The main experiment consists of the third and fourth parts, the sequential
dictator game with punishment, where the basic structure is adapted from Bartling et al.
(2015). However, in contrast to Bartling et al. (2015), we do not use the strategy method but
50Pretest participants are excluded from the laboratory experiment.
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the direct response method and repeat parts three and four for six rounds. At the end of the
experiment, participants are asked to complete a short questionnaire. Each part is described
in detail below.51 We have used neutral language in the instructions, avoiding terms such as
punishment or status.

Figure 6.3 gives an overview of the experimental design highlighting the essential facts of
each of the four parts. The two treatment variations (group-building mechanism and default)
are highlighted in red.

Figure 6.3.: Overview of the Experimental Design

Part 1 - Dictator Game with Punishment
The experiment starts with a simple dictator game with punishment using the strategy
method. Therefore, participants play in pairs, each deciding as a dictator and then as a
recipient. The dictator chooses between two allocations that divide points between himself
and the matched recipient. One allocation is equal and divides 5 points between the dictator
and the recipient; the other allocates 9 points to the dictator and 1 point to the recipient.
Then, all participants act as recipients and announce whether they want to punish and how
many punishment points (maximum of 5 points) they assign to each of the two choices.
After deciding as dictator and recipient, participants are randomly assigned to one of the
two roles. The decision they both make in their assigned role is implemented and determines
the payoff for the first part, although this information is not made public until the end of
the experiment.

51During the experiment, parts 1 and 2, and 3 and 4 are treated together in that the instructions for parts
1 and 2 (and 3 and 4) are read aloud together.
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Part 2 - Group-building Mechanism
Before starting the sequential dictator game with punishment, each participant reports the
final grade of his ‘Abitur’ (= high school diploma) or the equivalent grade required to enter
university. Even in the randomized treatments, the final grade is queried in order to make
the treatments as similar as possible. Then, between parts two and three, participants are
assigned roles, with role A being the decision-maker and role B being the recipient. In the
following experiment, the letters A and B are used to avoid framing the participants. In the
two random treatments, the roles are randomly assigned, whereas in the grade treatment,
the median grade of a session is calculated. Participants with a score above the median are
designated as decision-makers, while all below the median are designated as recipients.52

The instructions explicitly explain how participants are divided into their roles, and that
participants above the median become decision-makers, while the others are recipients. No
specific information about the exact rank in the session is provided, and the assigned roles
are constant for the rest of the experiment. This procedure of role assignment is not com-
monly known until the second part of the experiment.

Part 3 and 4 - Sequential Dictator Game with Punishment
At the beginning of the third part, the participants are informed about their role and are
instructed about the following decision context. After the instructions are read, participants
must answer three comprehension questions. The following decision situation consists of
two stages: (1) the sequential group decision, which determines the allocation, and (2) the
individual allocation of punishment points as a measure of responsibility.

In the third and fourth parts of the experiment, participants are divided into groups of
six, each with three decision-makers and three recipients. After each round, the groups are
randomly reassigned, with players remaining in their roles (either as decision-makers or re-
cipients). However, they form a new group with participants different from those in the
previous round(s). At the beginning of each round, players are informed of their position in
the group, which determines when they have to decide. The first decision-maker has position
A1, the next decision-maker has position A2, and the last decision-maker has position A3.
The next steps, 1 and 2, are repeated for six rounds.

Stage 1: First, the three decision-makers decide, one after the other, which of two possible
allocations they want to implement for the whole group. They have 30 points to distribute

52If there are multiple participants with a score equal to the median, they are equally divided between the
two roles, so each role contains the same number of players.
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among their group members, for which there are two allocations. Allocation 1 (5, 5, 5; 5,
5, 5) gives each group member the same number of points, while allocation 2 (9, 9, 9; 1, 1,
1) distributes 9 points to each of the three decision-makers and 1 point to each recipient.
Depending on the treatment, an allocation is preselected that remains the same for the en-
tire session. In addition, each decision-maker has 30 seconds to click the ‘next button’ to
confirm their choice. If the button is not clicked within 30 seconds, the marked allocation
is implemented (this could be the preselected allocation or the other if the decision-maker
switches to the other but does not confirm his choice). The outcome is certain if at least two
decision-makers choose the same allocation. The decision-making process is transparent, so
that the decisions of each decision-maker can be observed. When the first decision-maker
makes his decision, the second decision-maker is informed before he makes his decision. Sim-
ilarly, the third decision-maker observes the chosen allocation of decision-makers 1 and 2.
The decision situation is also transparent for the recipients, as they see the decision of each
decision-maker in their group. During the sequential decision phase, the recipients are asked
about their expectations. At the beginning of each round, they are assigned to a position
(B1, B2, or B3) and participate in the same sequential decision context. They indicate what
decision they expect from the corresponding decision-maker in the same position. Specifi-
cally, receiver B1 states his expectation of A1’s decision, B2 states his expectation of A2’s
decision, and B3 states his expectation of A3’s decision.

Stage 2: After the outcome is determined, the recipients can assign punishment points
to each decision-maker in their group individually. To do this, they see the implemented
allocation, the default allocation, and the allocation chosen by each decision-maker. They
can then assign up to seven punishment points at the cost of one point, using the assigned
punishment points as a measure of responsibility. Regardless of the number of punishment
points assigned, the payoff for that round is reduced by one point if at least one punishment
point is assigned. The seven punishment points can be assigned to a single decision-maker
or to two (three) different decision-makers. The only restriction is that no decision-maker
can receive more punishment points than his payoff in this round, so a reduction below zero
points is impossible. Meanwhile, the decision-makers are asked to state their punishment
expectations. For this purpose, the implemented allocation, the default option, and each
allocation chosen by the decision-makers in their group are displayed, and they indicate how
many punishment points, from zero to seven, each decision-maker is likely to receive for his
decision.

To determine the payoff of this part, a round and a receiver are randomly selected. The
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payoff is determined by the allocation made minus the punishment points assigned in that
round. Players do not know which round or recipient is relevant for payoff. After the sixth
round, all participants are informed about the payoff of the experiment and are directed to
the questionnaire.

Questionnaire
Apart from some socio-demographic characteristics (age, gender, study, semester), partici-
pants are asked to self-assess their risk attitude on a 5-point Likert scale. Afterwards, an
open question is displayed in which the participants, either as decision-maker or as receiver,
indicate their decisive reason(s). Additionally, depending on the group-building mechanism
(random or grade), participants indicate the legitimacy of the two mechanisms on a 7-point
Likert scale. This question is adapted from the pretest in order to make the results com-
parable. Furthermore, according to Demiral and Mollerstrom (2018), participants state the
deservingness of the two roles A (= decision-maker) and B (= recipient). Finally, the short
version of the BSJO-scale, as used in Hülle et al. (2018) and Adriaans et al. (2019), is dis-
played.

Using the dictator game in this setting is an excellent way to measure individual and group
behavior because it is a simple and well-understood experimental game. In its simplest form,
a dictator must decide how much of an endowment to give to another anonymous subject.
Thus, the dictator game is about the distribution of resources or money and has been widely
used in experiments (Engel 2011, p. 593).

Decision-makers have a limited 30-second window to actively choose, with one option,
either the equal or unequal allocation, preselected. The selected option is implemented if
participants do not click the ‘next-button’ within 30 seconds. This does not necessarily
implement the default, as participants can switch to another option but not actively continue.
The role of time pressure on decisions has been investigated in some recent studies (see e.g.
Cappelen et al. 2015; Gärtner 2018). Although the maximum decision time is limited in our
study, no direct time pressure is induced because the decision time is long enough to make
an active decision and to think about it appropriately. Participants have enough time to read
the instructions before they start. In addition, the time limit is used only for the decision
phase, not for the responsibility attribution part.

Gärtner and Sandberg (2017) also implement a fixed time (40 seconds) for participants
to actively decide, with an average decision time of 22 seconds. Furthermore, they use a
questionnaire to assess whether the time limit is too short, highlighting that more than 95%
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of participants agree with the time limit and find it sufficient (p. 13). Thus, the 30 seconds
we used seems to be sufficient to allow participants to make an appropriate choice. Moreover,
our study does not focus on the decision process, but on the evaluation of recipients and the
availability of a default and passive implementation; therefore, mere effects of time pressure
are negligible.

6.3. General Procedures
All sessions were conducted at the University of Hamburg between September and November
2020. For each of the four treatments, three sessions were conducted with either 18, 24, or
30 participants (as the group size is six, there had to be a number divisible by six). Each
participant could only take part once, and all participants who took part in the pretest were
excluded from the laboratory experiment.

A total of 270 participants, mostly undergraduate students from various disciplines, were
recruited using the software hroot (Bock et al. 2014), resulting in 2430 punishment observa-
tions (three recipients per group over six rounds). The experiment was programmed using
oTree (Chen et al. 2016). On average, a session lasted 60 minutes and was incentivized with
14.83 Euros, including a show-up fee of 5 Euros. As in Bartling et al. (2015), points were used
instead of real currency, with a conversion rate of 1 to 1. Thus, 1 point was equivalent to 1
Euro, and participants were not informed about their payoff until the end of the experiment.

At the beginning of each session, the printed instructions for parts 1 and 2 were distributed
to the participants and read aloud by the experimenter to ensure that the experimental design
and procedures were familiar to all participants. After reading the instructions, participants
were given the opportunity to ask questions. Prior to parts 3 and 4, the instructions for that
part were distributed and read aloud, and time was allowed for questions to be asked.

6.4. Experimental Method
Conducting a laboratory experiment always raises questions about the method used to elicit
participants’ behavior. There are two different standard methods: the direct response method
and the strategy method. From a game theoretical perspective, they should elicit the same
behavior. However, the paper by Bartling et al. (2015) uses the strategy method to induce
punishment behavior, while our study uses the direct response method. Therefore, both
methods will be discussed in the following section by presenting methodological differences,
advantages and disadvantages, and implications. Additionally, an overview of (experimental)
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evidence and whether they induce behavioral differences is provided. Since our experimental
design is adapted from Bartling et al. (2015) and replicates their experiment, considerations
about replication of previous studies in experimental economics are appropriate. Therefore,
a brief overview of replications is provided in Section 6.4.2.

6.4.1. Elicitation Procedures

The direct response method means participants decide when it is their turn. Consequently,
the information gathered is limited to the specific decision situations and no alternative
scenarios are considered. In contrast, the strategy method, developed by Selten (1967),
involves decision-making conditional on the decision(s) of other participants for each possible
set of alternatives. Thus, a complete strategy of the game is elicited, and data are collected
even for rare situations (Brandts and Charness 2011, pp. 375-376). However, participants are
asked hypothetically how they would decide given the situation presented, which encourages
counterfactual thinking about other possible outcomes (Rauhut and Winter 2010, p. 1184).
The strategy vector method is a further extension of the strategy method, where a complete
strategy profile for the whole game is elicited without knowing one’s own role. Thus, in
asymmetric games, participants must decide for each possible situation, first in role A and
then in role B, conditional on all possible decisions someone in role A could have made
(Oxoby and McLeish 2004, p. 400; Rauhut and Winter 2010, p. 1184).

One could argue that using the strategy method is an abstraction of natural situations,
encouraging participants to think differently about each decision. Using the direct response
method involves (usually) a single decision at a time. Since the strategy method asks for a
whole set of alternatives, participants may feel compelled to behave consistently and thus
differently than they would in a single decision. As a result, the strategy method is seen as
more rational and is often described as ‘cold’, whereas the direct response method is more
‘hot’ and thus emotional (Roth 1995, p. 323; Brandts and Charness 2000, p. 228; Oxoby
and McLeish 2004, p. 400).

A major difference between the two methods is the time required to complete an ex-
periment. Typically, the strategy method involves more decisions and takes more time to
complete. This must be taken into account, especially in laboratory settings where time is
an important factor in determining participants’ payoffs. However, measuring a complete
game strategy has the great advantage of conditionality. Whenever a conditional dimen-
sion (i.e., social norms) is of interest, it allows to elicit behavior that may differ with the
situational context (Rauhut and Winter 2010, pp. 1183-1187). In the first part of our exper-
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iment, the strategy (vector) method elicits the general punishment behavior. It is necessary
to derive this information conditional on all possible situations in order to discover the rel-
atively complex dimension of the underlying norms. However, in the third and fourth parts
of our experiment, the direct response method is appropriate because the time constraint is
impossible with the strategy method.

Beyond the methodological differences and advantages of the two methods, it remains
unclear whether they induce significant differences in behavior. Although research is limited,
some empirical evidence attempts to explore this question further. The most comprehensive
work to date on methodological differences is a review of 29 experimental studies by Brandts
and Charness (2011). They analyze the experimental results of both methods and examine
whether they induce different behavioral patterns. Overall, 4 out of 29 experiments show
behavioral differences between the two methods, 16 find no differences, while nine show
mixed results (for an overview of all experiments, see Brandts and Charness 2011, pp. 388-
390). Since punishment decisions are of primary interest in our study, the results relevant to
the analysis of punishment differences are discussed below.

Using a signaling game, Brandts and Charness (2003) prove that the direct response
method doubles punishment rates compared to the strategy method. Another experiment
emphasizes that first movers show more selfish behavior with the direct response method as
long as the punishment is not costly (Brosig et al. 2003). In a prisoner’s dilemma with the
possibility of punishment, Falk et al. (2005) find that the probability of punishment does
not differ between the two methods. However, when a participant does punish, the amount
is almost twice as high in the direct response method as in the strategy method. Using an
ultimatum game to examine offer and rejection rates, Rauhut and Winter support these
results (2010). Participants play the game with both methods without receiving feedback
between the parts. As in Falk et al. (2005), the offers per se do not differ; however, the
acceptance rate is significantly higher in the direct response game than in the strategy game.
The experiment by Oxoby and McLeish (2004) has partly mixed results. Using an ultimatum
game, the mean offers of the proposers and the acceptance rates of the recipients do not differ
between the elicitation methods. However, for small offers (3 or less out of 10), rejection rates
are higher with the direct response method than with the strategy method. In an ultimatum
game with binary offers, changing the framing from ‘exactly equal splits’ to ‘nearly equal
splits’ leads to lower rejection rates with the direct response method, whereas no changes
occur with the strategy method (Güth et al. 2001). Rauhut and Winter conclude that “both
methods measure different concepts. The strategy method elicits the normative principles
of the respondents, while the acceptance decision in the response game the intensity with
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which there principles are adhere to” (p. 1191).
As the comparison between the experiment of Falk et al. (2003) using the strategy method

and the replication of Cox and Deck (2005) using the direct response method indicates, the
two methods can lead to different results. Brandts and Charness (2011) do not support the
expectation that the direct response method is ‘hot’ and, therefore, more emotional. Con-
sequently, emotions may not (fully) explain the differences between the two methods (pp.
387-390). In a simple game, such as the dictator or ultimatum game, where participants have
a limited set of choices, the complexity of the decision situation is low. In these studies, the
strategy method does not lead to significantly different behavior than the direct response
method, suggesting that the participants’ behavior is internally consistent (Cason and Mui
1998; Brandts and Charness 2000).

Summary 6.2: Elicitation Procedures

The results presented should be taken with some caution, as the number of studies
directly comparing the two methods is limited. However, since finding treatment effects
is the primary interest of almost all laboratory experiments, no paper finds a treatment
effect using one method and not the other. The strategy method simply lowers the
threshold for potential treatment effects (Brandts and Charness 2011, p. 392). In
general, the data collection part is more accessible and cheaper with the strategy
method. However, it comes at the cost of abstraction from natural settings, which
may affect the magnitude of treatment effects but not the occurrence of an effect
(Brandts and Charness 2000).

In our experimental setting, it makes sense to use the (vector) strategy method in the
first part to measure the normative punishment preferences of the participants and to have
complete information about how someone would punish an equal or unequal allocation.
Specifically, we want to know if a participant always or never punishes and, if he punishes,
the amount of punishment points assigned. In addition, we are interested in comparisons
of punishment behavior between the two groups. For example, if someone does not punish
in part one, but does so in part two, an analysis of the context in part two may provide
meaningful insights into the factors influencing the punishment decision. Alternatively, if
a participant punishes both allocations in part one, showing a general tendency to punish
regardless of the outcome, it is not surprising that he (always) punishes in part two as well.
This may lead to the conclusion that individual characteristics or preferences, rather than
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the situational context, determine the punishment decision. However, using the strategy
method may lead to a higher level of assigned punishment points than the direct response
method, which should be taken into account when analyzing the punishment behavior of the
first part.

In the second part of the experiment, the sequential dictator game with punishment, it is
necessary to use the direct response method because it would not be possible to implement
the timeout option with the strategy method. In addition, as Rauhut and Winter (2010)
note, the direct response method elicits the intensity with which normative principles, here
punishment preferences, are followed. Even though this means applying a different method
than in the original paper by Bartling et al. (2015), it is reasonable and useful to use the
direct response method since the possibility to passively implement an allocation is one of
the main elements of our study. Since the dictator game is a simple decision situation and the
participants’ choice set is limited to two options, the decision situation is of low complexity.
Consequently, behavioral differences between the two methods are expected to be small. If
anything, the use of the direct response method might lead to a lower level of punishment
points than the strategy method. In addition, as the previous discussion has shown, no
differences in treatment effects are expected when comparing the two methods. If treatment
effects are found with one method, they are also likely to be found with the other method.

6.4.2. Replications in Experimental Economics

Recently, there has been a growing interest in replications of experimental findings due to
“concerns about inflated findings in empirical and experimental analyses” (Camerer et al.
2016, p. 1433). In this context, the term “credibility crises’ ’ is often used, since a considerable
number of findings are in fact not valid and cannot be confirmed in further studies. Repli-
cation of results is important because it usually strengthens their robustness and increases
their trustworthiness (Maniadis et al. 2017, p. 209).

However, there are different definitions of what exactly constitutes a replication. According
to Levitt and List (2009), a reproduction of the original results with the same protocol using
different participants is often referred to as a replication (Maniadis et al. 2017, p. 218). In
this regard, Berry et al. define “a replication as any project that reports results that speak
directly to the veracity of the main hypothesis of the original paper” (Berry et al. 2017,
p. 27). Our study uses the experimental design of the original paper and extends it to two
dimensions. Thus, the main result of the original study determines a particular hypothesis
in our study. Therefore, according to the definition of Berry et al. (2017), it is reasonable to

132



speak of a replication.
Typically, two aspects are relevant when talking about replications: first, to examine how

many studies have been replicated, as in Berry et al. (2017), and second, to replicate existing
findings, as in Camerer et al. (2016), to examine the robustness of the findings.

Berry et al. (2017) examine the replication rate of all empirical papers in a volume of
the American Economic Review (AER). They take the hundredth volume in 2010, which
contains 70 papers, and check how often they have been replicated six years later. To do
this, they collect studies from the Web of Science that cite the original paper. Their final
sample of 1546 cited papers is classified along three dimensions: replication, extension, and
(or) robustness check. Overall, 60% of the 70 original papers have one or more citations that
fall into (at least) one of the three dimensions, with the majority being robustness checks
and (or) extensions of the original paper. Only 29% of the papers have at least attempted
replication, with highly cited papers having a higher chance of being replicated (Berry et al.
2017, pp. 27-29). In addition, Maniadis et al. (2017) examine replication rates in the top 150
economics journals, with a focus on experimental economics. They identify about 4.2% of
experimental studies to be replicated, with almost half of them succeeding in replicating the
original results (pp. 224-227).

The “Reproductibility Project: Psychology” (RPP) replicates 100 studies published in
the top three psychology journals using the original (provided) material. In the absence
of established replication criteria, they use five factors: significance, p-values, effect sizes,
subjective ratings, and meta-analyses of effect sizes. Overall, there is only weak support for
the original findings in the replications. For example, the number of studies with significant
results in the replication sample is 61 percentage points lower than in the original studies
(97% to 36%, p < 0.05). In addition, only half of the original effect sizes are within the
confidence interval (95%) of the replication effect size.

Camerer et al. (2016) attempt to replicate 18 laboratory experiments published between
2011 and 2014 in two top journals, the AER and the Quarterly Journal of Economics (QJE).
In order to replicate the most statistically significant results of each of these experimental
studies, they use the same replication indicators as in the RPP. More specifically, they focus
on three factors: (1) the direction of the significant effect, (2) the 95% confidence interval,
and (3) a meta-analysis estimating the effect size (pp. 1433-1434). Overall, 11 out of 18 lab-
oratory experiments can replicate a significant effect in the same direction as in the original
study. In 12 out of 18 studies, the confidence interval of the replication includes the original
effect size. Furthermore, the meta-analysis finds a significant effect in the same direction as
the original study in 14 replications. A comparison with the RPP replication results supports
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the robustness of empirical findings from laboratory experiments. As datasets and instruc-
tions are usually provided in experimental economics, the high transparency explains these
results (Camerer et al. 2016, pp. 1434-1435).

Summary 6.3: Replications in Economics

Replication of experimental and empirical findings is important because it strengthens
the findings and serves as a further robustness check. Although it is not always possible
to replicate original findings, the successful replication rate for laboratory experiments
is high because datasets are usually made available, providing greater transparency.

Our study uses the experimental design of Bartling et al. (2015), but does not replicate it
in a narrow sense. Instead, this study extends the original experiment by implementing the
treatment variations to examine the robustness of their findings. Previous replications and
extensions by Duch et al. (2014) and Anselm et al. (2022) find similar results to the original
study. Duch et al. (2014) replicate the original experiment and add a proposer stage. Their
replication confirms the main finding of Bartling et al. (2015) that the pivotal decision-maker
is seen as most responsible. The implementation of the proposer stage shifts the assigned
responsibility to the proposer if the proposed allocations are not fair to the recipients. Anselm
et al. (2022) extend the group size to ten (five decision-makers and five recipients) and allow
for rewards and punishments. Comparing their punishment treatments to the original study
by Bartling et al. (2015) supports also the superior role of the pivotal decision-maker in
attributing responsibility.

6.5. Hypotheses

We formulate the following hypotheses about the recipients’ punishment behavior in our ex-
periment based on our working hypotheses, the synthesis in Chapter 5, and the pretest. As
we have already specified in the previous section, we have to assume that responsibility and
punishment are equivalent to each other. More precisely, holding someone responsible auto-
matically leads to punishing him to the extent of the responsibility assigned. Consequently,
the following hypotheses are formulated regarding the punishment decision.

This section is divided into three parts. First, we focus on punishment motives based on
the Working Hypotheses 1, 2, 6, 7, and 8. Second, we consider our treatment variation. More
specifically, we specify punishment expectations regarding the default (Working Hypothesis
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3) and legitimate status differences (Working Hypotheses 10, 11, and 12) as well as the
interaction between both dimensions. Third, individual characteristics (Working Hypothe-
ses 5 and 9) and expectations (Working Hypothesis 4) are taken into account and related
hypotheses are defined.

6.5.1. Punishment Motives

The use of punishment is one way of sanctioning norm violations. Relatedly, altruistic pun-
ishment implies the costly use of punishment without any material reward or gain from it
(Balafoutas et al. 2014, p. 15924), as is the case in our study. However, a purely self-interested
recipient would never punish because it costs him a point and brings him no material benefit.
Although empirical evidence has shown that people do not always behave as predicted by
the theory (among others, see e.g. Fehr and Gintis 2007, p. 45; Akbaş et al. 2019), there
may be recipients who act in a self-interested, payoff-maximizing way. This is captured by
our first hypothesis:

Hypothesis 1 (Rationality) A rational and self-interested, payoff-maximizing recipient
never punishes.

However, experimental and empirical evidence suggests that people are not as self-interested
and rational as the theory predicts, since the payoff of others is also part of their utility func-
tion (Fehr and Gintis 2007, p. 45). Even in one-shot interactions, where people never interact
again, costly punishment often occurs (for a review, see Chaudhuri 2010). Since punishment
in this study is costly and provides no material benefit, the punishment behavior of recipients
can be explained by social preferences and the decision context (Akbaş et al. 2019), which
we capture with the following hypotheses.

As stated in Working Hypothesis 6, people are inequality averse (Fehr and Schmidt 1999;
Bolton and Ockenfels 2000) and consider only the implemented outcome. In this context,
responsibility is assigned according to the outcome and not according to individual choices.
Consequently, we expect no punishment if the outcome is equal, while all decision-makers
are punished equally if the outcome is unequal.

Hypothesis 2 (Outcome) When the unequal allocation is implemented, all decision-makers
are punished equally, while no punishment is assigned for an equal outcome.

While the motive ‘outcome’ focuses solely on the implemented allocation, the motive
‘intention’ addresses the decision-maker’s individual choices. This motive has been specified
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in Working Hypothesis 7 and is related to intention-based models (Rabin 1993; Dufwenberg
and Kirchsteiger 2004). Typically, the prediction of punishment depends on the beliefs of
the participants. However, even without knowing these beliefs, as long as the outcome is
not fixed, choosing the unequal allocation always leads to a higher probability that the
unequal outcome will be implemented. Therefore, choosing the unequal allocation is seen
as unkind and is punished, regardless of the outcome that is actually implemented. Even if
one decision-maker chooses unequal and the other two choose equal, the decision-maker who
chooses unequal is expected to be punished. Thus, Hypothesis 3 specifies that any decision-
maker who chooses the unequal allocation is punished more than any decision-maker who
chooses the equal allocation.

Hypothesis 3 (Choice) Choosing the unequal allocation leads to more punishment.

Furthermore, even more punishment is expected if the choice is impactful, as defined in
Hypothesis 4. In addition, regarding Working Hypothesis 8 and the combination of outcome-
and intention-based models (Falk and Fischbacher 2006; Falk et al. 2008), it can be expected
that the assigned punishment is even higher if the implemented outcome is unequal.

Hypothesis 4 (Unkindness) Punishment points are awarded as long as the choice of the
unequal allocation has a bearing on the outcome.

The Working Hypothesis 1 focuses on the first decision-maker in a decision sequence
because he initiates the sequence. This assumption is based on the theoretical work of Spell-
man (1997) and tested experimentally by Duch et al. (2014). Applying this to our design,
we expect that the first decision-maker, the initiator, who chooses the unequal allocation
is punished more than the subsequent decision-maker(s), especially when the implemented
outcome is unequal. Therefore, Hypothesis 5 is defined as follows:

Hypothesis 5 (Initiation) The first decision-maker who opts for the unequal allocation
receives more punishment points than the following decision-maker(s).

The next punishment motive, pivotality, is based on Working Hypothesis 2 and states that
the pivotal decision-maker is punished more than the non-pivotal decision-makers. Thus, the
second decision-maker who chooses unequal, and therefore sets unequal as the final allocation,
is punished more than the other decision-makers (independent of their choices). Hypothesis
6 refers to the experiment by Bartling et al. (2015) and Anselm et al. (2022), as they find
that the pivotal decision-maker receives significantly more punishment points than the non-
pivotal decision-maker. In addition to the experimental confirmation, this is also consistent
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with the theoretical framework of the Structural Model Approach of Chockler and Halpern
(2004) and Engl (2018).

Hypothesis 6 (Pivotality) The pivotal decision-maker receives more punishment points
than the non-pivotal decision-maker.

Obviously, some Hypotheses overlap in some ways, or rather contradict each other. For
example, a pivotal decision-maker can also be classified as having an unkind intention. In
addition, either Hypothesis 5 or Hypothesis 6 is applicable, because either the first (=
initiator) or the second (= pivotal) decision-maker who opts for unequally is punished more.
The experimental results of Bartling et al. (2015) and Anselm et al. (2022) suggest that
Hypothesis 6 is more likely than Hypothesis 5. However, the role of initiation should not be
overlooked.

6.5.2. Treatment Variations

Apart from the punishment motives, the two variations, default and mechanism, and their
interaction are expected to influence the assigned punishment points. In addition, we expect
them to influence the strength of the previously presented punishment motives.

Many experimental studies show that acts of omission are less punished than acts of
commission (among others, see e.g. DeScioli et al. 2011b; Hayashi 2013). Accordingly, as
stated in Working Hypothesis 3, choosing the default option is expected to be less punished
because it can be passively implemented by an act of omission. Consequently, Hypothesis 7
claims that the decision-maker who chooses the default option is punished less. In particular,
when the unequal allocation is preselected, less punishment is expected for an unequal choice
than for an unequal choice with an equal default. Recipients cannot unambiguously infer
the underlying intention of the decision-maker (Vaal 1996, see e.g.), as the default can be
implemented actively (by clicking the continue button) or passively by doing nothing. To
combine this, Hypothesis 7 is twofold, covering the different (potential) leverage of a default.

Hypothesis 7 (Default) (a) More punishment is expected when the equal allocation is
preselected because the unequal allocation must be actively implemented. (b) Choosing the
default leads to less punishment.

People with higher status, as we define decision-makers in our experiment, are seen as
competent and therefore more deserving and entitled to rewards (Working Hypothesis 11).
Even if the decisions are unfair and reinforce inequalities, they are more likely to be ac-
cepted (Albrecht et al. 2013; Fleiß 2015). In addition, consistent with Working Hypothesis
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10, legitimate status differences induced by fair procedures are expected to lead to higher
acceptance of unequal outcomes, as people may perceive them as less unfair (Hegtvedt et al.
2003, pp. 355-356). Putting both aspects together, as clarified in Working Hypothesis 12,
we assume that unequal outcomes are more likely to be accepted when status differences
are legitimate, so fewer punishment points are imposed on decision-makers with a legitimate
decision right. Consequently, the more legitimate a random procedure is perceived to be, the
more randomly induced status differences should be accepted, leading to less punishment for
(unequal) decisions by high-status participants.

Hypothesis 8 (Status) A more legitimate status structure leads to a higher acceptance of
inequalities, so unequal choices of randomly assigned decision-makers are less punished.

Turning to the interaction effect of default and status differences is not so straightforward.
Consequently, predictions are not easy to make since no previous study has combined the
two. However, it is expected that the combination of an unequal default and a random group-
building mechanism result in the fewest punishment points. On the other hand, we expect
to see the most punishment points in grade-equal, because the group-building mechanism is
less legitimate and the unequal allocation has to be actively chosen.

Specifying the two extreme positions can be done based on the previously stated Hypothe-
ses 7 and 8. However, it is not predictable whether the default option or the group-building
mechanism has a higher impact on the punishment decision. If the default had a larger pos-
itive impact, one would expect more punishment in random-equal than in grade-unequal.
Conversely, if the group-building mechanism is a stronger driver of the punishment decision,
more punishment is likely in grade-unequal than in random-equal. Based on the experiment
by Duch et al. (Duch et al. 2014), where a proposer is held more responsible than partici-
pant for not using his veto, we expect the latter, i.e., a larger effect of the group-building
mechanism than of the default.

Hypothesis 9 (Interaction) We expect the least punishment in random-unequal, because
status differences are legitimate and an unequal allocation can be implemented passively. In
contrast, a less legitimate mechanism and the implementation of an unequal allocation by an
act of commission (grade-equal) are hypothesized to be punished the most.

6.5.3. Individual Characteristics and Beliefs

In this section, we begin with individual characteristics that may influence punishment deci-
sions. Although empirical and experimental evidence is scarce and sometimes unambitious,
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women are more inequality averse (Andreoni and Miller 2002; Dufwenberg and Muren 2006),
more loss averse (Schmidt and Traub 2002) and more risk averse (Holt and Laury 2002;
Croson and Gneezy 2009) than men, which is expected to affect their punishment decision.
Moreover, in a public goods game, women are slightly more likely to punish (Burnham 2018),
while men are more likely to support punishing unfair behavior (Singer et al. 2006). Conse-
quently, as already specified in Working Hypothesis 5, we can specify our next hypothesis
about gender differences in punishment.

Hypothesis 10 (Gender) We expect women to punish unfair behavior less than men. This
concerns the probability of punishment and the amount of punishment points assigned.

The influence of risk attitudes on punishment behavior is still an open question, so we
can only speculate about the influence in our experiment. However, as we stated in Working
Hypothesis 9, we can assume the following relationship:

Hypothesis 11 (Risk Attitude) We expect risk-averse participants to punish less than
risk-seeking participants.

Norms define appropriate behavior in specific situations and thus influence individual
behavior (Elster 1989; Bernhard et al. 2006). Violating a norm is likely to be sanctioned,
often by inducing monetary punishment, which has been demonstrated in a wide range of
experimental and empirical findings (among others, see e.g. Chaudhuri 2010; Balafoutas et
al. 2014). In addition, evaluating the intention of decision-makers depends on the recipient’s
beliefs about their motives for choosing an allocation (Dufwenberg and Kirchsteiger 2004).
As proposed by Çelen et al. (2017), the evaluated kindness of a decision depends on whether
the recipient would act in the same way. Combining both aspects with our assumption in
Working Hypothesis 4, we specify the following hypothesis.

Hypothesis 12 (Belief) If a recipient chooses the same allocation as the decision-maker,
we expect him to allocate fewer punishment points.

Table 6.4 gives an overview of our hypotheses and their corresponding punishment pre-
dictions, which are analyzed in the next section.
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7. Results

The chapter is divided into four sections. In Section 7.1, we begin by describing our sample
and the punishment behavior from the first part of the experiment. To ensure that partici-
pants are from the same subject pool, we test for potential heterogeneity across treatments.
Although we are not primarily interested in analyzing the behavior of the decision-maker, in
Section 7.2 we provide a brief overview of how they decide and what decisions the recipients
expect. Section 7.3 provides a rating comparison of the group-building mechanism between
the pretest and the experiment, and also covers role deservingness.

Section 7.4 is the main part of this chapter and examines how participants actually punish.
Therefore, we present a classification of decision-makers based on the hypotheses identified
earlier. After that, Section 7.4.2 first presents an overview of punishment behavior, focusing
on the two distinct motives of ‘initiation’ and ‘pivotality’. Two different models are esti-
mated to examine how participants assign responsibility. First, a probit model determines
the factors that influence the decision to punish at the extensive margin, i.e., how many peo-
ple punish regardless of the amount of assigned punishment points (Section 7.4.3). Second,
a tobit regression estimates the treatment effect at the intensive margin, i.e., the (exact)
amount of punishment points assigned (Section 7.4.4). Thus, the first analysis attempts to
disentangle whether a recipient punishes, while the second analysis examines the amount
of punishment assigned. We also include the BSJO scale, various robustness checks, and
present the reported answers to the open question of how participants decided. In addition,
we estimate separate analyses for the default and the mechanism, as well as a hurdle model
and a cluster analysis as further controls to strengthen our results (Section 7.4.5). Finally, in
Section 7.4.6, we evaluate a comparison between the results of Bartling et al. (2015) and our
results, considering our aggregated dataset without treatment differences. The last section
of all, Section 7.4.7, discusses the expected punishment of the decision-makers, i.e., how they
perceive their own responsibility.
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7.1. Breakdown of the Sample

7.1.1. Socio-demographic Characteristics

Table 7.1 summarizes our sample according to the data collected in the questionnaire at the
end of the experiment. Because of the requirement to answer every question, there are no
missing values in our dataset. Most participants are female (176 out of 270, 65.19%), with a
similar distribution across treatments and sessions. Only one session (session 8, treatment 1:
random-equal) achieves an almost equal gender distribution. Using a χ2-test, no significant
differences (p = 0.763) are found between the treatments. On average, the participants are
26.77 years old and in their 8.4th semester. 40.37% study (socio-)economics or law, 25.56%
study natural sciences and 27.04% study humanities. These patterns are similar across treat-
ments. Consequently, there are no significant differences between the treatments in terms of
these socio-demographic characteristics, so our sample is homogeneous and comparisons are
possible.

Table 7.1.: Breakdown of the Sample

N Female Age Semester Mean grade

Random-unequal (T1) 72 66.67% 26.23 6.71 2.02

Grade-unequal (T2) 66 62.12% 26.86 9.12 2.00

Random-equal (T3) 66 62.50% 26.99 8.69 2.08

Grade-equal (T4) 66 69.70% 27.00 9.03 2.12

Overall 270 65.19% 26.77 8.40 2.06

Finally, we want to look at the final grade, since this induces the status differences. As
we can see from Table 7.1, the average grade is similar for all the treatments. Furthermore,
there are no significant differences between random and grade treatments (T1/T2 vs. T3/T4,
two-tailed t-test, p = 0.857), nor between grade treatments (T3 vs. T4, two-tailed t-test,
p = 0.255). However, there are significant differences between males and females. On average,
women have a better grade than men (2.00 vs. 2.16), which is significant at the 5%-level. This
difference is significant only in the random treatments and not in the grade treatments (2.03
vs. 2.12, two-tailed t-test, p = 0.406), indicating that the effect on group formation should
be minimal. In a cross-national meta-analysis of gender differences in school achievement,
Voyer and Voyer (2014) confirm that women get better grades in most courses in school,
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although they do not do better on achievement tests where men do better in mathematics
and sciences. Women’s superior academic performance is present at all levels of schooling:
elementary, middle, high school, and college (p. 1174).

It can be argued that participants may lie about their grade and report a better (worse)
grade than they actually receive. Participants who are honest may assume that others have
not been as honest as they have been. As a result, the credibility of the final grade would
suffer. There is a large experimental literature on lying and cheating (among others, see
e.g. Abeler et al. 2019; Fischbacher and Föllmi-Heusi 2013). For example, in the famous
roll-a-dice experiment by Fischbacher and Föllmi-Heusi (2013), nearly 40% of participants
do not lie at all, 20% of inexperienced participants lie as much as possible, while the rest are
declared as partially lying in the sense that they lie but not to the maximum extent. Thus,
we would also expect participants to lie in our study by reporting a better (worse) grade than
they actually received. However, in contrast to previous studies, participants in our design
do not have an incentive to be dishonest. Rather, they do not know at this stage what the
final grade will be used for and whether it might be advantageous to report a better (worse)
grade than they actually received. Moreover, the average reported grade in our experiment is
2.06, which is higher than the average reported final grade in the 2020/2021 school year (see
Section 6.1.4). Given that not all graduates go on to university and many programs require
a specific grade, this could be due to sample selection bias rather than lying.53 However,
we cannot completely rule out lying in our sample and should be aware of the (potential)
negative effect on the credibility of the final grade.

Unfortunately, we find significant differences between participants in their self-reported
risk attitudes. On a five-point Likert scale ranging from 1 (strongly risk-taking) to 5 (strongly
risk-averse), participants indicate where they place themselves. Table 7.2 shows the propor-
tion of risk-averse individuals in our sample, separated by gender and treatment. As expected,
and as has been demonstrated in a wide range of empirical findings (among others, see e.g.
Holt and Laury 2002; Fehr-Duda et al. 2006; Croson and Gneezy 2009), women in our sample
are more risk averse than men (44.31% vs. 21.27%). A χ2-test reveals statistically significant
differences in self-reported risk attitudes between men and women (p < 0.001), which was
already expected. However, we also have significant differences in self-reported risk attitudes

53Since we ran the experiment at the University of Hamburg, we can take a look at the bachelor’s entry
degrees (NC) for the most represented programs identifiable in our sample over the last six years. Although
some programs do not have a minimum degree requirement, there are many programs that do. In business
administration, which 17% of our sample study, the NC lies between 2.2 and 2.6, in psychology (6% of
the sample) between 1.2 and 1.4, in law (6% of the sample) between 1.9 and 2.4 and in economics (5%)
between 2.7 and 3.1 with being open to everyone in 22/23 (Hamburg 2022).
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Table 7.2.: Self-Stated Risk Attitude

N Risk affine Risk neutral Risk averse χ2-test

Overall 270 30.37% 33.33% 36.29%

Male 94 42.55% 36.17% 21.27%
χ2 = 99.43 p < 0.001

Female 176 23.86% 31.82% 44.31%

Random-unequal (T1) 72 31.94% 33.33% 34.72%

Grade-unequal (T2) 66 33.33% 27.27% 39.39%
χ2 = 87.17 p < 0.001

Random-equal (T3) 66 25.76% 33.33% 40.91%

Grade-equal (T4) 66 30.30% 39.39% 30.31%

Table notes: Risk-attitude is self-stated on a 5-point Likert scale. Risk affine correspond to strongly
risk affine and riskaffine. Risk averse correspond to strongly risk averse and risk averse. χ2-tests
are calculated using the 5-point Likert scale.

between treatments (χ2 = 87.17, p < 0.001), which is unexpected and suboptimal, as pun-
ishment differences between treatments may be driven by differences in risk attitudes. It is
also possible that there are no punishment differences between treatments because partici-
pants differ in their risk attitudes, which may obscure the differences between treatments.
Alternatively, these differences may be driven by the unequal proportion of women in the
four treatments. Either way, we will return to this point when we present our regression
analysis.

Of course, it is not ideal for females to have a better grade in our sample, as this could
lead to more males being given the role of ‘recipient’ in the grade treatments. However,
controlling for gender and risk attitude in the regression analysis should eliminate or mitigate
any potential effect. Nevertheless, the validity of our sample is ensured to the greatest extent
possible by the fact that participants are drawn from the same subject pool and differ only
slightly between treatments.

7.1.2. Homogeneity of the Sample

This section presents the results of the first part, the 1:1 dictator game with punishment. As
a reminder, the experiment starts with a two-person dictator game in which each participant
acts as a dictator and decides on either an equal (5;5) or an unequal (9;1) allocation. Then,
using the strategy method, each participant can assign up to five punishment points for both
distributions. Deducting points costs one point, no matter how many points are deducted.
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Table 7.3.: Part 1 - Dictator Game with Punishment

Dictator Recipient

EQUAL UNEQUAL

N Equal Unequal Punishment
Mean

Punishment
Mean

[in %] [in %] [in %] [in %]

Overall 270 60.37 39.63 11.11 0.31 68.15 3.20

Male 94 58.51 41.49 14.89 0.47 70.21 3.30

Female 176 61.36 38.64 9.09 0.23 67.05 3.18

Random-unequal 72 63.89 36.11 15.28 0.44 76.39 3.51

Grade-unequal 66 60.61 39.39 6.06 0.26 68.18 3.36

Random-equal 66 62.12 37.88 15.15 0.35 66.67 3.06

Grade-equal 66 54.55 45.45 7.58 0.20 60.61 2.83

Table notes: The equal allocation distributes 5 points to the dictator and recipient. The
unequal allocation distributes 9 points to the dictator and 1 point to the recipient. For
each allocation, the assignment of up to 5 punishment points is possible. Punishment in
% is the proportion of participants who punish. The mean indicates the average assigned
punishment points for the allocation including those who do not punish.

This part of the experiment aims to elicit participants’ general punishment behavior when
faced with an unequal or equal allocation. In addition, because this data is collected prior
to the group-building stage, it serves as a verification of similar punishment norms within
participants and across experimental parts.

Table 7.3 displays the choices as dictators and the punishment points awarded as recipients.
A quick look at the results shows that 39.63% choose the unequal offer as dictator. Males
are slightly more selfish (41.49% unequal choices), which is not statistically different from
females (two-tailed t-test, p = 0.649). A χ2-test finds no statistically significant differences
in the distribution of choices between treatments.

Next, we turn to the punishment decision as recipient. As a reminder, rational choice
theory predicts no punishment because punishment is costly and provides no (material)
benefit. However, contrary to the theoretical prediction, participants allocate punishment
points. On average, choosing the equal distribution is less punitive than choosing the unequal
distribution (0.31 points vs. 3.20 points). Almost 90% of participants do not punish an equal
choice. This is consistent with both rationality and inequality aversion, as well as a general
preference for equal payoffs. However, when participants do punish, they either choose the
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maximum amount of five points (which is perfectly logical since recipients have to pay one
point either way, so why not assign the maximum amount) or only one point. Interestingly,
men punish an equal allocation slightly more than women do (0.47 points vs. 0.23 points),
which is barely significant at the 10%-level (two-tailed t-test). This punishment behavior
cannot be explained by the theories and models of social preferences presented so far. If
anything, the participants can be classified as spiteful or envious, since they destroy an
equal division and lose a point in order to make the other person worse off than themselves.
There is a large literature on antisocial punishment confirming that there are people who
punish others for prosocial or cooperative behavior (among others, see e.g. Levine 1998;
Herrmann et al. 2008).

Again, not surprisingly, participants assign more punishment points for choosing the un-
equal allocation. However, 31.85% do not punish, as predicted by rational choice theory.
Most participants (58.52%) who punish assign the maximum number of punishment points
possible (again, not surprising). On average, men attribute more punishment points to an
unequal distribution than women do (3.30 vs. 3.18 points), which is not significantly different
(two-tailed t-test, p = 0.612). When we turn to the treatment distinction, we see that partic-
ipants in the random-unequal and grade-unequal treatments punish more often (76.39% and
68.19%, respectively, while only 66.67% and 60.61% punish in the other two treatments) and
assign more punishment points on average. However, a χ2-test between the two default con-
ditions reveals no statistically significant differences in the distribution of punishment points
between the equal and unequal default groups (neither for the two allocations separately nor
for the aggregated data).

To further investigate whether participants differ in their punishment behavior between
treatments, a tobit regression is estimated with the assigned punishment points as the de-
pendent variable. Thus, the purpose is to show the homogeneity of the sample in terms of
punishment behavior across the treatments. In order to have only one punishment variable,
the dataset is reshaped with the punishment decision as the round identifier and declared
as panel data. First, default and mechanism are regressed separately on the assigned pun-
ishment points. Then the treatment variable is regressed on the punishment variable, before
adding several control variables (age, gender, and the offer chosen as dictator). Table A.2 in
Appendix A.3 displays the results of these regressions.

Overall, there are no significant differences between treatments. Controlling for default
and mechanism reveals that participants in the default treatments punish slightly less (Coef.
-0.264, p = 0.093). Thus, participants assigned to the unequal default group allocate fewer
punishment points in the dictator game before the group-building phase. Apart from this
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unpleasant effect, the results are as expected or hoped for. One’s choice as dictator has a
significant effect on the punishment points assigned, and no gender differences are apparent.

Summary 7.1: Homogeneity of the Sample

In summary, the analysis indicates that participants differ only slightly in their pun-
ishment behavior between the two default classifications. Since we have only a small
sample of a population, this could occur. However, participants do not differ per se
between treatments, so our sample can be considered homogeneous. The validity of
the data set is confirmed and comparisons between treatments are possible.

7.2. Decision-Makers’ Actual Choices

Although our primary interest is not in analyzing the behavior of the decision-makers, it
is worthwhile to provide a brief overview of how they decide, which is offered in the first
part of this section. In addition, the expected choices of the recipients, i.e., how they would
expect the decision-makers to choose, are presented. In particular, the latter may provide in-
sights into recipients’ punishment behavior, as their choices may reveal normative standards
and beliefs about how decision-makers should behave, thereby influencing their punishment
decision.

Of the 135 participants classified as decision-makers, one-third decide as first, second,
and third decision-makers in each round. Thus, in each round we have 45 observations per
position (A1, A2, A3), resulting in 810 individual and 270 group observations.54 Of the 270
group observations, 54 (20%) lead to an unequal outcome, while decision-makers chose the
unequal allocation 175 times out of 810 (21.6%).55

Interestingly, there are significant differences between the default option and the choices,
but not between choices and mechanism, as presented in Table 7.4. When the unequal
allocation is preselected, participants are more likely to choose the equal allocation than
when the equal allocation is declared the default (81.40% versus 75.25%). Similarly, when
the unequal allocation is preselected, the unequal outcome occurs 13.77% of the time, while
an equal default leads to an unequal outcome 26.52% of the time. Consequently, the unequal
outcome is realized more often when the default is equal. In other words, an unequal
54In contrast, each recipient decides three times in each round whom and how much to punish.
55Interestingly, this is quite different from the results of Bartling et al. (2015), where almost two-thirds of

all decisions lead to the unequal outcome.
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Table 7.4.: Choices Depending on the Default and Mechanism

Choices

Unequal Equal χ2

Default
Unequal 18.60% 81.40%

p < 0.01
Equal 24.75% 75.25%

Mechanism
Random 21.26% 78.74%

p = 0.546
Grade 21.97% 78.03%

default results in an equal outcome more often than in an unequal outcome (a difference
of 12.75 percentage points). A default can be perceived as the recommended option or as
more acceptable to choose (e.g. McKenzie et al. 2006), so one might expect that the unequal
default would lead to more unequal choices, though this is not the case in our experiment.

Performing a χ2-test on choices and default yields a high χ2-value (χ2 = 27.11. The p-value
of the test is p < 0.01, indicating that the participants’ choices differ significantly between
the default treatments. Based on this, it can be concluded that participants are more likely
to make unequal choices when the default is equal, which leads to more unequal outcomes
when the default is equal. Consequently, an unequal choice is more likely to be implemented
actively than passively, which is completely unexpected and not as predicted by previous
empirical and experimental findings (among others, see e.g. Spranca et al. 1991; Jachimowicz
et al. 2019). Why participants in our experiment do not behave as predicted can only be
speculated. Perhaps the presence of an unequal default option made them think more about
the appropriate (or expected) choice. When we turn to the choices depending on the group-
building mechanism, a slightly different picture emerges, since the decision-makers’ choices
do not differ between the two mechanisms (p = 0.546).

A more detailed look at the decision-makers’ choices and a comparison with the experi-
ment by Bartling et al. (2015) is worth noting. In Table 7.5, the last three columns show
the decision-makers’ choices, the recipients’ expectations of how the decision-makers would
choose, and the decision-makers’ choices in the Bartling et al. (2015) experiment. In our
study, the unequal allocation is implemented in 20.0% of the rounds, and would have been
implemented similarly often according to the recipient’s expectations. Turning to the indi-
vidual expectations at each decision node, some interesting patterns emerge, especially when
compared to Bartling et al. (2015).
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Table 7.5.: Choices and Expected Choices at each Decision-Node

Decision- Sequence This study Bartling et al.

maker (decision in bold) Decision-maker Recipient (2015)

1 u-. . . 22.59 26.30 58.3

e-. . . 77.41 73.70 41.7

2 u-u. . . 39.34 38.03 59.7

u-e. . . 60.66 61.97 40.3

e-u. . . 20.10 14.07 61.1

e-e. . . 79.90 85.93 38.9

3 u-u-u 20.83 66.67 22.2

u-u-e 79.17 33.33 77.8

u-e-u 40.54 38.64 70.8

u-e-e 59.46 61.36 29.2

e-u-u 35.71 35.71 62.5

e-u-e 64.29 64.29 37.5

e-e-u 7.78 6.43 1.4

e-e-e 92.22 93.57 98.6

Unequal outcome 20.00 20.00 67.4

Table notes: “u” denotes a choice of the unequal allocation; “e” stands for a choice of
the equal allocation.

The first two rows show how often the first decision-maker chooses equal and unequal.
The first decision-maker’s choice is of particular interest because it is the one who starts
the decision sequence. Consistent with the high number of equal choices overall, the first
decision-maker chooses the unequal allocation in 22.6% of all rounds, 26.3% of recipients
expect the unequal choice, while more than 58.3% of decision-makers choose unequal in
Bartling et al. (2015). Turning to the second decision-maker, the picture is quite different.
Here, 39.3% and 20.1% of the decision-makers choose unequal, which is again quite close to
the expectations of the recipients (38.0% and 14.1%), while in the experiment of Bartling et
al. (2015) about 60% choose unequal. If the first decision-maker chooses unequally, the second
decision-maker can either determine the outcome by choosing unequally or postpone the final
decision to the third decision-maker. As discussed in the theoretical section, postponing or
avoiding decisions is often used to avoid punishment or to maintain a positive self-image. In
this study, this is the case in 60.7% of the decisions (Sequence u-e), while in Bartling et al.
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(2015), only 40.3% avoid the final decision as a second decision-maker.
Furthermore, the choice of the third decision-maker differs between this study and Bartling

et al. (2015). Suppose the third decision-maker is pivotal and can therefore determine the
outcome because the sequence is either u-e or e-u. In this case, the unequal outcome is
implemented in 40.5% and 35.7% in our study and 70.8% and 62.5% in the study by Bartling
et al. (2015).

Summarized, the similarities between actual and expected choices strengthen our results,
especially in the delineation with Bartling et al. (2015), where a different behavior is ob-
served, which is further analyzed in Section 7.4.6. These differences may be due (in part)
to methodological differences, as Bartling et al. (2015) use the strategy method, whereas we
apply the direct response method.

An interesting result in our experiment is that almost no one lets the timer run out or
uses the ‘do nothing’ option to passively implement an unequal distribution. In total, in 2
out of 810 decisions, the ‘next button’ is not clicked, so the timer runs out. In these cases,
however, the equal allocation is preselected, so the participants (probably) simply forget to
actively decide in time. Of course, the recipients do not know whether the choice is active
or passive. Since the time-out option has no effect on decision-makers’ behavior and too few
people use it, it is not analyzed further here.

7.3. Rating and Deservingness
Before turning to the estimation of responsibility attribution as the core of our analysis, a
brief overview of the rating and deservingness is warranted. To compare the pretest and the
experiment, we also assess the evaluation of the group-building mechanism at the end of
the experiment. First, participants are asked about the legitimacy of their group-building
mechanism. Then they evaluate the other mechanism, even though it is not used in their
session. As in the pretest, the same 7-point Likert scale is utilized. In Section 7.3.1 the
results of this experiment and a comparison to the pretest are reported. Following Demiral
and Mollerstrom (2018), the deservingness of one’s own role (either as a decision-maker or
as a recipient) and the other role is assessed on a 10-point Likert scale. These results and a
comparison with Demiral and Mollerstrom (2018) are discussed in Section 7.3.2.
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7.3.1. Rating of Group-Building Mechanism

Figure 7.1 depicts the mean rating of the two mechanisms in the pretest and in the experi-
ment. Since the participants in the experiment are in fact placed in different roles using one
of the two mechanisms, it is interesting to see if the rating is different in the experiment
compared to the pretest.

Notes: Rating scale range from 1 (completely not legitimate) to 7 (completely
legitimate). The p-values are from two-tailed t-tests of treatment differences, as-
suming equal variances. Bars represent the 95% confidence interval. *p ≤ 0.1,
**p ≤ 0.05,***p ≤ 0.01.

Figure 7.1.: Rating of Group-Building Mechanisms - Pretest versus Experiment

In the experiment, random is perceived as much more legitimate than grade. The mean dif-
ference between the two mechanisms is 2.88 points (statistically significant at the 1%-level),
which is even higher than in the pretest, where it was 1.79 points (same significance level).
As it can be seen in Figure 7.1, the rating of the two mechanisms differs slightly between the
pretest and the experiment in that participants in the experiment rate a random procedure
as more legitimate than participants in the pretest (difference: 0.57 points, two-tailed t-test,
p < 0.01). Furthermore, the final grade is perceived as less legitimate in the experiment than
in the pretest (difference: 0.52 points, two-tailed t-test, p < 0.05). Thus, randomly assigned
positions are perceived as more legitimate than those based on characteristics acquired in
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the past, such as the final grade.

Table 7.6.: Rating of Group-Building Mechanisms - by Role and Mechanism

Rating random Rating grade

Mean t-test Mean t-test

Gender
Male 4.93

p = 0.001
2.84

p = 0.063
Female 5.72 2.42

Mechanism
Random (T1+T2) 5.09

p = 0.001
2.46

p = 0.295
Grade (T3+T4) 5.82 2.68

Assigned role Mechanism

Decision-maker
Random 5.01

p = 0.027
2.55

p = 0.340
Grade 5.71 2.85

Recipient
Random 5.16

p = 0.015
2.36

p = 0.608
Grade 5.92 2.52

Table notes: The rating scale range from 1 (completely not legitimate) to 7
(completely legitimate). The p-values are from two-tailed t-tests of treatment
differences, assuming equal variances.

Since the participants in the main experiment are actually divided based on one of the
two mechanisms, it is reasonable to analyze how a random procedure and the final grade are
evaluated when they are used as group-building mechanisms. Furthermore, it is interesting
to see if this evaluation differs depending on the role assigned (decision-maker or recipient).
Table 7.6 displays the mean ratings by assigned role and mechanism.

As expected, but still interesting, women rate random as more legitimate than men do
(difference: 0.79 points, two-tailed t-test, p < 0.01), but rate the final grade as less legit-
imate than men do (difference: 0.42 points, two-tailed t-test, p < 0.01), which confirms
the pretest. A closer look at the evaluation behavior reveals interesting results. Participants
assigned to their role by the less legitimate mechanism (final grade) rate a random proce-
dure as more legitimate than do participants assigned by a random procedure (5.82 vs. 5.09,
two-tailed t-test, p < 0.01). Combining the two possible roles, decision-maker or recipient,
with the two group-building mechanisms, random or final grade, a more nuanced picture
emerges. Decision-makers randomly assigned to their role evaluate random as less legitimate
than do decision-makers assigned by the final grade (difference: 0.7 points, two-tailed t-test,
p < 0.05). The same is true for recipients (difference: 0.76 points, two-tailed t-test, p < 0.05).
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Table 7.7.: Deservingness of Role

Deserving role A Deserving role B

Mean t-test Mean t-test

Gender
Male 5.72

p = 0.996
4.77

p = 0.255
Female 5.72 5.16

Role
Decision-maker 5.96

p = 0.169
4.71

p = 0.058
Recipient 5.48 5.33

Assigned role Mechanism

Decision-maker
Random 5.71

p = 0.326
4.93

p = 0.310
Grade 6.23 4.48

Recipient
Random 5.94

p = 0.041
5.54

p = 0.397
Grade 5.00 5.12

Table notes: The deservingness scale range from 1 (completely not deserving) to
10 (completely deserving). The p-values are from two-tailed t-tests of treatment
differences, assuming equal variances.

However, the evaluation of the final grade does not reveal any significant differences between
the roles and their assignment.

Summary 7.2: Rating of Group-Building Mechanism

Thus, depending on the group-building mechanism and the role assigned, the evalu-
ation of a random procedure differs significantly, while the evaluation of the grade is
similar.

7.3.2. Rating of Deservingness

Table 7.7 reports the rated deservingness of the assigned role.56 Strikingly, there are no
significant differences between men and women in their evaluation of the two roles. Although
women rate the recipient’s role as slightly more deserving (in absolute terms) than men do,
these differences are not significant.

Furthermore, there are no significant differences between decision-makers and recipients
56For simplicity, the deservingness is displayed as role A (decision-maker) and role B (recipient) as they

were labeled in the experiment.
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regarding the deservingness of role A. Only weakly, but present, decision-makers perceive
the role of recipients as less deserving than recipients perceive their role (difference: 0.62
points, p < 0.1), which is completely unexpected. In addition, decision-makers perceive their
role as more deserving than recipients do (highly significant at the 1%-level). Specifically,
the decision-makers rate the deservingness of their role with 5.96 points and the role of the
recipient with 4.71 points (out of 10 points). That is a difference of more than a point. It
is interesting to note that the decision-makers consider themselves worthy of their superior
role, but at the same time think that the recipients are not worthy of a subordinate role.
This is even more unexpected since the recipients do not show any differences between roles
A and B. So far, no distinction has been made between the assignment of decision-makers
and recipients to their roles.

Since the effect of the group-building mechanism is of primary interest in this study, a
further distinction by group-building mechanism is provided, from which two interesting
patterns emerge. First, decision-makers who are assigned by their final grades perceive their
role as significantly more deserving than the role of recipients (1%-level). In addition, al-
though not statistically significant, decision-makers perceive their role as more deserving
when assigned by the final grade than when assigned at random (0.52 points). In terms of
the entitlement effect, this is evident because decision-makers earn their role in the grade
treatments. For recipients, the opposite is the case. They perceive their role, as well as the
role of the decision-maker, as more deserving when it is randomly assigned. For role A, this
is significant at the 5%-level.

In Demiral and Mollerstrom’s (2018) experiment, decision-makers (they call them pro-
posers) have a significantly higher sense of deservingness for their role in the entitlement
treatment than in the random treatment (p. 346). Unfortunately, they only ask proposers,
not recipients, about deservingness. Thus, a direct comparison of all combinations is not
possible. However, their results are consistent with those in our study, although the differ-
ences here are not statistically significant.

Summary 7.3: Rating of Deservingness

Decision-makers consider themselves worthy of their superior role, but simultaneously
consider recipients unworthy of a subordinate role. Additionally, decision-makers who
are assigned by their final grades perceive their role as significantly more deserving
than the role of recipients, while recipients perceive their role, as well as the decision-
maker’s role, as more deserving when it is randomly assigned.
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7.4. Attribution of Responsibility
Since we have 18 observations per subject (6 rounds with 3 positions) that are not indepen-
dent, we declare our data as panel data with assigned punishment as the dependent variable.
In addition, we adjust for session clusters using cluster-robust standard errors in the OLS
regressions and clustered by session in the probit regressions.

7.4.1. Classification of Decision-Makers

Before connecting the hypotheses to the analysis of actual punishment, a brief overview of
how predictions translate into different punishment motives is useful. Since equal choices and
outcomes are not of primary interest in this study, the focus is placed on unequal choices
and outcomes.

(1) Outcome unequal:
If the unequal allocation is implemented, the decision-makers are sorted into this cat-
egory, regardless of their choice. For example, in sequence two (u-u-e), where the third
decision-maker chooses equal, he is classified in this category because the unequal allo-
cation is implemented for the whole group. This motive refers to the group-level, while
the individual choices determine the following motives.

(2) Unequal choice:
Whenever a decision-maker chooses unequal, he is placed in this category.

(3) Unkindness:
In contrast to ‘unequal choice’, a decision-maker is classified as unkind as long as
his decision has an impact on the implementation of the unequal outcome. Relatedly,
an unequal choice increases the probability of implementing the unequal outcome.
Consequently, a decision-maker who chooses unequally is classified as having an unkind
intention if no majority is reached.

(4) Equal choice:
All decision-makers who choose the equal allocation are placed in this category. When
the unequal allocation is implemented, this category is of particular interest because
the predictive power of the inequality aversion model is calculated by considering this
category (sequence u-u-e, u-e-u, and e-u-u). Since the inequality aversion model speci-
fies equal punishment for all decision-makers if the unequal allocation results, choosing
equal should be punished if the unequal allocation is implemented.
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(5) Third unequal:
A decision-maker is placed in this category if the unequal outcome is already imple-
mented (the first and second decision-makers choose unequally) and the third decision-
maker also chooses the unequal allocation. This category exists only once, namely in
the first decision sequence (u-u-u).

(6) Initiation:
The first decision-maker choosing the unequal allocation is classified as initiator. In the
original experiment by Bartling et al. (2015), this decision-maker is classified as having
an ‘unkind intention’. Since he chooses the unequal allocation when the outcome is not
yet determined, this implies an unkind intention. This argument is of course possible.
However, since this study explicitly focuses on the distinction between the initiator and
the pivotal decision-maker, these expressions are used here. Additionally, any decision-
maker who chooses unequally can be considered to have an unkind intention, as long
as he is influential.

(7) Pivotality:
The decision-maker who determines the outcome is the pivotal decision-maker. Thus,
another decision-maker (either the first or the second) has already chosen the unequal
allocation, so the pivotal decision-maker can still influence and determine the outcome
in both directions, either to an equal or unequal outcome.

Table 7.8 illustrates how the decision-makers correspond to these categories in each of the
eight decision sequences.

A note on the generation or classification of punishment motives is worth noting. Of
course, there are many ways to define them. Because they often overlap, some decision-
makers are placed in more than one category. Whenever a decision-maker is classified as
pivotal, it is obvious that he also fits into the category of unkindness and unequal choice,
since he necessarily chose unequal to be pivotal. Furthermore, unkindness can be defined in
two ways: either every unequal allocation decision is classified as unkind, or only decisions
that affect the outcome are classified as unkind, which is the case in this study. The following
probit and tobit regression analyses attempt to decipher the determinants of the punishment
decision in more detail. Since our definition of unkindness already includes the initiator and
the pivotal decision-maker and is quite close to an unequal choice per se, it is not used as a
control variable in the probit and tobit regression analyses. However, compared to Bartling
et al. (2015), it is considered to show the separate influence of this motive in contrast to the
other motives.
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Table 7.8.: Categorization of Decision-makers

Sequence Decision-maker
1

Decision-maker
2

Decision-maker
3

u-u-u (2), (3), (6) (2), (3), (7) (2), (5)


(1)
u-u-e (2), (3), (6) (2), (3), (7) (4)

u-e-u (2), (3), (6) (4) (2), (3), (7)

e-u-u (4) (2), (3), (6) (2), (3), (7)

u-e-e (2), (3), (6) (4) (4)

e-u-e (4) (2), (3), (6) (4)

e-e-u (4) (4) (2)

e-e-e (4) (4) (4)

Notes: The table shows which decision-makers are placed into the seven cat-
egories defined above for the different sequences. For example, the top row
shows the sequence in which all decision-maker chose the unequal allocation
(u-u-u). Thus, all three decision-maker are classified into the category (1) un-
equal outcome and (2) unequal choice. Additionally, decision-maker 1 and 2
are classified as unkind (category (3)), as their choices are still impactful. The
first decision-maker is also the one starting the sequence and thus, categorized
as (6) the initiator while the second decision-maker is pivotal for the unequal
outcome (7). Furthermore, the third decision-maker falls into category (5) as
he chooses unequal although the unequal allocation is already implemented.

7.4.2. Overview of Punishment Behavior

Before turning to a joint regression analysis of different punishment motives, a brief overview
of punishment behavior in this study is worthwhile. Therefore, this section begins with an
overview of how participants punish in general (without treatment distinction). We then look
at the average punishment points assigned across treatments and consider how punishing
behavior depends on expected choices.

General Punishment Behavior

135 recipients made three punishment decisions in each of the six rounds, so we have 2430
punishment decisions to analyze. In total, 15.85% of the time punishment points are awarded.
42.22% of the recipients never punish, and only one participant punishes in each round.
This suggests that some participants behave as predicted by rational choice theory in that
they never punish. The exact reasons for this behavior are not explicitly measurable in our
study, but by looking at the answers to the open question in Section 7.4.5, we can specify
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what considerations recipients made when deciding. Interestingly, in the first part of the
experiment, the dictator game with punishment, only 31.58% of all participants do not
punish, of which 5.43% award punishment points in this part. This further supports the
conclusion that some participants behave as predicted by rational choice theory. However,
purely self-interested rational behavior cannot explain the overall punishment behavior in
this study.

Result 1 (Rationality) Since only some recipients act in a rational and self-interested,
payoff-maximizing way, the hypothesis 1 must be rejected.

Outcome-oriented models, as proposed by Fehr and Schmidt (1999) or Bolton and Ock-
enfels (2000), assume that recipients punish when payoffs are distributed unequally due to
people’s inequality aversion. Transferring this to our study implies that recipients do not
punish when an equal outcome is implemented because all group members receive the same
payoff. However, the punishment behavior in this study indicates that almost 10% of the re-
cipients assign punishment points when the equal outcome is implemented. Additionally, one
could argue that in these cases, recipients only punish the decision-maker who chooses the
unequal outcome, which is, however, not confirmed. Even in cases where an equal outcome is
implemented for the whole group, some recipients also punish when decision-makers choose
an equal allocation (6.43%) and do not distribute these punishment points equally across
decision-makers, so payoff differences still exist. Consequently, Hypothesis 2 is rejected.

Result 2 (Outcome) Purely outcome-based models alone cannot explain the punishment
behavior in this study, since an equal outcome is punished almost 10% of the time, and
punishment points are not evenly distributed among decision-makers.

A different explanation for this punishment behavior is proposed by Mollerstrom et al.
(2015), which specifies a different view of fairness that is agency-dependent and conditional
on aspects of agents’ choices, regardless of whether they matter for the outcome. The so-
called ‘norm choice compensation’ is closely related to luck egalitarianism, but extended to
situations where the outcome is not caused or influenced by the decision. It allows punishing
the decision-maker for an unequal choice, even if an equal outcome is realized.

Turning to the individual level, i.e., how individual decision-makers are punished, we see
that an unequal choice is punished on average with 1.89 punishment points, while an equal
choice is punished with 0.14 points (two-tailed t-test, p < 0.001). In total, we have 525
unequal choices (21.6%) in our dataset, of which half (50.3%) are punished, while equal
choices are punished in 6.4% of all cases. Impactful choices, i.e. unequal choices that can still
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influence the outcome, are punished in 50.96% of all cases (mean of 1.90 points). Thus, it
appears that the probability of punishment is higher for unequal choices and for impactful
choices, although the difference between both motives is minimal.57 Consequently, we can
specify our next two results and confirm Hypothesis 3 and 4.

Result 3 (Choice) Choosing the unequal allocation is punished significantly more than
choosing the equal allocation.

Result 4 (Unkind) Revealing an unkind intention, expressed by an unequal choice that
can still affect the outcome, leads to more punishment.

To further investigate the explanatory power of unequal choices and the combined effect
with other punishment motives, we refer in the regression analysis in the following sections.

Comparing Punishment Behavior between Treatments

In terms of treatment differences, Figure 7.2 depicts the mean punishment points for an
unequal choice (regardless of the implemented outcome) by treatment. As expected, par-
ticipants assign slightly more punishment points to an unequal choice in the random-equal
treatment than in the random-unequal treatment (one-tailed t-test, p < 0.1).

This is a first indication that actively choosing unequal (because the default is equal) may
be more punished than passively confirming the unequal choice. Aggregating the equal and
unequal default treatments (equal vs. unequal) confirms significant differences, as signifi-
cantly more punishment points are assigned when the default is equal than unequal (2.02
vs. 1.73, one-tailed t-test, p < 0.1). In contrast, the aggregated data of the group-building
mechanism (random vs. grade) do not reveal significant differences (1.89 vs. 1.89, one-tailed
t-test, p = 0.503). Thus, the default allocation seems to have a stronger effect on the pun-
ishment decision than the mechanism.

In Section 2.1.3, we identified two mutually exclusive punishment motives: ‘pivotality’
and ‘initiation’. While the former motive has already been elaborated theoretically (Chockler
and Halpern 2004; Engl 2018) and experimentally (Bartling et al. 2015; Anselm et al. 2022),
the latter motive, in particular, has been defined theoretically (Spellman 1997). Thus, it
is reasonable to assume that pivotality may be more pronounced in our study. However,
there are also studies focusing on proposal power (e.g. Duch et al. 2014; Duch and Stevenson
57This minimal difference between both motives further support to include only one motive (choice) in the

following regression analyses.
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Notes: Mean of assigned punishment points (from 0 to 7). The p-
values are from two-tailed t-tests of treatment differences, assuming
equal variances. Bars represent the 95% confidence interval. *p ≤ 0.1,
**p ≤ 0.05,***p ≤ 0.01.

Figure 7.2.: Mean Punishment for an Unequal Choice by Treatment

2014), where a randomly determined decision-maker proposes an equal or unequal allocation,
which has been identified as a focal point for the punishment decision. Thus, we should not
underestimate the potential influence of being the first decision-maker to choose the unequal
allocation. In the remainder of this section, we address this conundrum by examining the
two punishment motives of ‘pivotality’ and ‘initiation’ in more detail.

Table 7.9 gives an overview of the assigned punishment points for the two different mo-
tives. The means are reported separately by treatment, default, and mechanism to examine
whether the pivotality or initiation effect is present in our sample. Two main points emerge
from the data in Table 7.9. The first row confirms a significant difference in the punish-
ment points assigned between the two motives, with the initiator receiving more punishment
points. Specifically, the initiator receives on average 2.30 punishment points while the pivotal
decision-maker receives 1.82 points, which is significant at the 5%-level. However, this effect
is not stable across treatments. For example, comparing the assigned punishment points in
the two default treatments (rows two and three), we see that the initiator is assigned more
punishment points (in absolute terms) when the default is equal than when the default is
unequal, although this is not statistically significant. On the other hand, the initiator is
punished significantly more (5%-level) when the unequal allocation is preselected (2.40 vs.
1.53).
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Table 7.9.: Punishment Points for the Initiator and Pivotal Decision-maker

Mean punishment points t-test

N Initiator Pivotal Initiator vs. Pivotal

Overall 162 2.30 1.82 p = 0.030

Default
Unequal 57 2.40 1.53 p = 0.021

Equal 105 2.25 1.98 p = 0.332

Mechanism
Random 75 2.37 1.96 p = 0.169

Grade 87 2.24 1.70 p = 0.095

Treatment

Random-unequal 30 2.57 1.90 p = 0.170

Grade-unequal 27 2.22 1.11 p = 0.061

Random-equal 45 2.24 2.00 p = 0.528

Grade-unequal 60 2.25 1.97 p = 0.463

Table notes: N = number of observations. Only unequal outcomes are considered.
Initiator equals 1 if it is the first decision-maker choosing the unequal allocation
(category (6)). Pivotal equals 1 if it is the second decision-maker choosing the unequal
allocation (category (7)). P-values are from two-tailed t-tests of treatment differences,
assuming equal variances. ***p < 0.01, **p < 0.05, *p < 0.1.

Similarly, a significant difference in assigned punishment points is observed in the grade
treatments (p < 0.1), while initiation and pivotality are not punished significantly differently
in the random treatments (although a clear difference exists in absolute terms). Consequently,
it is not surprising that a distinction by treatment detects a significant difference in assigned
punishment points only in the grade-unequal treatment.

To further examine the occurrence of these two punishment motives, Figure 7.3 illustrates
the distribution of punishment points for the initiator and the pivotal decision-maker. Three
patterns emerge: first, participants assign almost equal numbers of zero punishment points
to the pivotal decision-maker and the initiator (43% vs. 40%). Second, people are six times
more likely to assign seven punishment points to the initiator than to the pivotal decision-
maker. Third, when punishment points are assigned, the conditional median for the initiator
is four points, while it is three points for the pivotal decision-maker. Performing a χ2-test
results in a high χ2-value with (χ2 = 19.77, p = 0.006), and the p-value indicates that the
distributions between the two motives are significantly different.

Interestingly, comparing the punishment behavior for the initiator and pivotal decision-
maker of men and women separately reveals that these differences are more nuanced than
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(a) Initiation (b) Pivotality

Notes: Mean of assigned punishment points (from 0 to 7). Initiation and pivotality for the unequal
outcome as defined in Section 7.4.1.

Figure 7.3.: Initiation versus Pivotality for an Unequal Outcome

(perhaps) thought. Specifically, on average, men assign significantly more punishment points
to the initiator than to the pivotal decision-maker (2.61 vs. 1.89, two-tailed t-test, p < 0.05).
Women also punish more in absolute terms, but this is not statistically significant (2.10 vs.
1.78, two-tailed t-test, p = 0.268). Performing a χ2-test leads to somewhat opposite results,
as the punishment distribution for men is not significantly different between the two motives
(χ2 = 9.166, p = 0.241), while it is significantly different for women (χ2 = 18.014, p = 0.012).

Overall, we conclude that participants punish the initiator significantly more than they
punish the pivotal decision-maker, which is clarified in our next result. Consequently, Hy-
pothesis 6 must be rejected, while Hypothesis 5 is accepted.

Result 5 (Initiation) Being an initiator is punished more than being a pivotal decision-
maker.

However, these differences may be driven by treatment variation, i.e., the legitimacy of
the group-building mechanism and the default, which means that the influence of both
punishment motives may not be as straightforward as expected. More details and further
analysis of the causal effect of different punishment motives and treatment variations follow in
the next two sections, where we present our econometric comparison of different punishment
motives. In particular, in Section 7.4.4 we further address this by elaborating on the joint
influence of default (mechanism) and initiation (pivotality) on the assigned punishment
points.
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Summary 7.4: Punishment Motives

Before turning to that, we can summarize our findings concerning the punishment
motives, providing an overview of hypotheses that have already been confirmed and
rejected.

We rejected two hypotheses. First, Hypothesis 1 as participants do not behave entirely
rationally, and second, Hypothesis 6, as the pivotal decision-maker is not punished the
most. Additionally, three other hypothesis were confirmed. An unequal choice (Hy-
pothesis 3) and an unkind intention (Hypothesis 4) lead to an increase in punishment
points assigned. The initiator, thus the first decision-maker who chooses the unequal
allocation, is punished the most, thereby confirming Hypothesis 5.

Recipients Expected Choices

Turning to the recipients’ choices, or rather how they would decide as decision-makers, we
want to examine whether they punish differently if they expect a similar decision in the
corresponding decision sequence. Therefore, we first generate three dummy variables, each
of which equals 1 if the expectation is confirmed. More precisely, the first belief variable
equals 1 if the first recipient (B1) chooses the same allocation as the first decision-maker
(A1). The second belief dummy equals 1 if the second recipient (B2) is in the same decision
sequence as the second decision-maker (A2) and chooses the same allocation. Thus, belief
one is true (since A1 and B1 chose the same allocation) and A2 and B2 also chose the same
allocation. The third dummy variable is calculated in the same way. Belief one and two are
equal to 1 to ensure that recipient three (B3) is in the same decision sequence as decision-
maker three (A3), and the choice of B3 is compared to the choice of A3. After creating these
dummy variables, we can compare the punishment behavior of recipients in each position
(B1 through B3) with a confirmed belief, meaning that the recipient would have decided
the same way as the corresponding decision-maker, and an unconfirmed belief. According to
Hypothesis 12, we expect more punishment to be imposed when the recipients would have
decided differently. meaning the belief is false.

We calculate t-tests for each position, shown in Table 7.10, to compare punishment points
between confirmed and unconfirmed beliefs. Overall, recipients’ punishment behavior is
strongly influenced by their expectations of how a decision-maker might decide in the same
decision sequence. Specifically, the first recipient (B1) awards an average of 0.90 punishment
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Table 7.10.: Punishment Behavior Dependent on Belief of Recipients

B1 B2 B3

Mean t-test Mean t-test Mean t-test

Belief
False 0.895

p < 0.001
1.021

p < 0.000
0.731

p < 0.000
True 0.315 0.331 0.140

Table notes: Mean of assigned punishment points (from 0 to 7). Number of observations:
270. Belief is true if the recipient would have decided the same way as the corresponding
decision-maker. The p-values are from two-tailed t-tests, assuming equal variances. *p ≤
0.1, **p ≤ 0.05,***p ≤ 0.01.

points when the decision-maker actually chooses a different allocation than the recipient
would expect. On the other hand, if the decision-maker and the recipient choose the same
allocation, 0.32 punishment points are assigned (two-tailed t-test, p < 0.01). For recipients
two (B2) and three (B3), the same punishment behavior is observed, as significantly fewer
punishment points are assigned when the decision-maker chooses the same allocation as the
recipients would expect.

Consequently, the beliefs of the recipients, or rather how they expect the decision-makers to
decide, significantly affect their punishment decision. In Section 7.4.4, we generate a dummy
variable from the three previously presented variables and include it as an additional control
variable in our analyses.

7.4.3. Determinants of the Decision to (not) Punish

In this section, we begin by estimating probit regressions to examine the probability that a
recipient punishes the decision-maker where the exact amount of punishment points is not
relevant. The punishment variable is coded as a dummy variable equal to one if at least
one punishment point is assigned. First, the mechanism (Model 1) and the default (Model
2) are regressed separately, and then their interaction, i.e., the treatment distinction, is
regressed (Model 3). In Model 4, a dummy variable choice default is added, which equals
1 if the default option is chosen. Then, several control variables (Model 5), more precisely
the characteristics of the decision-maker and the rating results, are included. In order to
have a clear distinction between the two motives ‘initiation’ and ‘pivotality’, we decide to
include only the initiator of the unequal outcome (‘outcome X initiator’) in our regression
analyses, since participants are classified as pivotal for the unequal outcome. Including both
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variables, ‘initiator’ and ‘outcome X initiator’, leads to contradictory results because both
variables are highly correlated (0.65).58 This allows for the disentangling of potential effects
and for a better understanding of whether the punishment decision is driven by the default,
the mechanism, a combination of both, or other components. Finally, Model 7 extends
the sixth model by including the four subscales of the BSJO scale, which represent stated
preferences for the four main distributive justice criteria. Marginal effects are shown because
their interpretation is more meaningful.59

The effect of mechanism and default is addressed in models one through three. Without
additional control variables, the group-building mechanism does not significantly affect the
decision to punish, while an equal default increases the probability of being punished by
about seven percentage points (p < 0.05). Thus, the preselected equal allocation, where
the unequal allocation has to be actively implemented, leads to a higher probability of
punishment. Differentiating by treatment (Model 3) indicates that the influence of default
almost disappears. There is only a weakly significant difference between random-unequal
(the baseline) and grade-equal, where the probability of punishment is 4.3 percentage points
higher (p < 0.1). However, including the default choice dummy (Model 4) attenuates this
weak effect, with no significant treatment differences.

Extending the model with different control variables (Model 5) provides further insights.
The most striking finding is that we still do not have significant treatment effect and that
a choice of the default has no effect on the probability of being punished. Not surprisingly,
however, the probability to punish is significantly lower for women (-9.2 percentage points,
p < 0.05). In addition, there is a highly significant negative effect of belief, i.e., how a recipient
expects a decision-maker to decide in the corresponding decision sequence. More specifically,
if the recipient expects the same decision as the decision-maker actually made, the probability
of punishment decreases by about eight percentage points (p < 0.01). Random’s legitimacy
rating also influences the probability of punishment: for one point increase on the rating
scale, the probability decreases by 1.7 percentage points (p < 0.1).

Model 6 includes the different punishment motives and confirms the previous finding of
no significant treatment differences. However, an unequal choice is highly influential in the
punishment decision, as it increases the probability of punishment by about 30 percentage
points (p < 0.01). Interestingly, being the initiator and being the pivotal decision-maker both

58Nevertheless, we also estimate the regressions with ‘initiation’ instead of ‘outcome X initiator’, which leads
to a higher AIC value, indicating that a model with ‘outcome X initiator’ fits better, although both lead
to the same significant results.

59In Appendix A.4 a correlation matrix with all variables is displayed. As expected, punishment motives are
(strongly) correlated, while the correlation between the other variables is acceptable.
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Table 7.11.: Probit Regression - Marginal Effects
Punishment (1) (2) (3) (4) (5) (6) (7)
- Dummy
Mechanism -0.024

(0.032)
Default 0.068**

(0.027)
Grade-unequal -0.029 -0.029 -0.014 -0.023 -0.013

(0.021) (0.023) (0.018) (0.028) (0.026)
Random-equal 0.065 0.086 0.115 0.070 0.071

(0.050) (0.080) (0.085) (0.046) (0.044)
Grade-equal 0.043* 0.062 0.059 0.010 0.014

(0.025) (0.054) (0.051) (0.024) (0.028)
Choice default -0.047 -0.045 0.029 0.029

(0.107) (0.105) (0.024) (0.024)
Female -0.092** -0.075** -0.084*

(0.037) (0.037) (0.044)
Age 0.002 0.003 0.004

(0.005) (0.003) (0.003)
Risk affine -0.006 0.024 0.020

(0.053) (0.040) (0.033)
Belief -0.079*** -0.014 -0.013

(0.019) (0.020) (0.020)
Economist -0.039 -0.043 -0.038

(0.039) (0.036) (0.030)
Deserve role A -0.006 -0.004 -0.009

(0.008) (0.007) (0.007)
Deserve role B -0.010 -0.005 -0.005

(0.009) (0.008) (0.007)
Rating random -0.017* -0.014 -0.014

(0.010) (0.008) (0.009)
Rating grade 0.005 0.012* 0.011

(0.008) (0.006) (0.007)
Outcome unequal 0.024 0.025

(0.024) (0.025)
Choice unequal 0.217*** 0.218***

(0.024) (0.025)
Outcome X Initiator 0.066*** 0.067***

(0.021) (0.021)
Pivotal 0.050*** 0.051***

(0.018) (0.018)
BSJO equity 0.018

(0.017)
BSJO equality -0.011

(0.023)
BSJO need 0.047

(0.031)
BSJO entitlement 0.008

(0.018)

Wald-χ2 0.59 7.37 45.54 46.31 / / /
p(χ2) 0.441 0.007 0.000 0.000 / / /
AIC 1637.25 1634.18 1637.613 1626.85 1605.99 852.65 855.09
N 2430 2430 2430 2430 2430 2430 2430
Table notes: Dependent variable: Punishment dummy which equals 1 if at least one punishment is
assigned. Average marginal effect of a random effects probit regression with standard errors in paren-
theses and clustered on session. Mechanism equals 1 if grade is the group-building mechanism. Default
equals 1 if the preselected option is equal. Random-unequal is the baseline category. Choice default
equals 1 if the preselected option is chosen. Belief equals 1 if the recipient would have decided the same
way as the corresponding decision-maker. The variables ‘Female’, ‘Economics’, ‘Risk affine’ are dummy
variables for the respective socio-demographic variable. Deserve Role A and B range from 1 (completely
not deserving) to 10 (completely deserving). Rating random and grade range from 1 (completely not
legitimate) to 7 (completely legitimate). Punishment motives are dummy variables for the respective
category as defined Section 7.4.1. ∗ ∗ ∗p < 0.01, ∗ ∗ p < 0.05, ∗p < 0.1.166



increase the probability of punishment, but the increase is higher for being the initiator. More
specifically, being the initiator leads to an increase of 6.6 percentage points (p < 0.01), while
being pivotal increases the probability of punishment by 5.0 percentage points (p < 0.01).
Again, the female dummy has a negative sign and is statistically significant in the last
two models (Model 6 and 7), indicating that the probability of punishment for women is 7.5
percentage points lower in Model 6 (p < 0.05) and 8.4 percentage points lower in Model 7 (p <

0.1). Furthermore, contrary to the results of Model 5, for a one point increase in legitimacy
rating of the final grade, the probability of punishment is 1.2 percentage points higher in
Model 6 (p < 0.1). In contrast, the legitimacy rating of random is no longer significant.
Interestingly, there is no effect of deservingness, so the evaluation does not influence the
decision to punish. Furthermore, belief, or how a recipient would expect the decision-maker
to decide, no longer influences the decision to punish.

Finally, in Model 7, we include the BSJO scale, or rather the four subscales, each of which
represents one of the main principles of justice. We do not gain further insight into when
participants punish because the significant and marginal effects between the last two models
are stable. Therefore, we will not discuss the BSJO scale in detail here, but will return to it
in the next section. According to the AIC values, the sixth model is the best, as it has the
lowest AIC value.

Summary 7.5: Results of Probit Regressions

So far, the probit regressions suggest that the group-building mechanism does not
seem to influence the decision to punish, while the default does. However, when both
variations are combined, there are only weakly significant treatment differences, which
disappear entirely when additional control variables and punishment motive are added.

In addition, the probability to punish is lower for women than for men, which is stable
across the estimated models. An unequal choice increases the likelihood of punish-
ment the most, although being the initiator and being the pivotal decision-maker also
increase the likelihood of punishment.

In the following section, we further investigate the effect of these factors on the (exact)
amount of punishment points assigned. Thus, having identified the factors that influence the
decision to punish at the extensive margin in this section, we now turn to the effects at the
intensive margin by focusing on the amount of punishment points assigned.
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7.4.4. Assignment of Punishment Points

Next, we turn to the tobit regression results, following the same pattern as for the probit
regression in the previous section. We begin by regressing the treatment variations (default,
mechanism, and their interaction) on the number of punishment points assigned. We then
include control variables and punishment motives, as well as the BSJO scale, to examine
their influence on the number of punishment points assigned. Because the linear dependent
variable (punishment points) is heavily skewed to the left, a tobit model is a better fit than
an OLS regression.60

Models 1 and 2 in Table 7.12 estimate the effect of the mechanism and the default, re-
spectively, on the punishment points assigned. Similar to the results of the probit regression,
the mechanism does not significantly determine the assigned punishment points, while the
default influences the punishment behavior. When an equal allocation is preselected, partici-
pants assign on average 0.2 more punishment points than with an unequal default (p < 0.1).
This is not surprising, since an equal default requires an active choice of the unequal (unfair)
allocation, which is expected to lead to more punishment (see Hypothesis 7). Turning to the
interaction of default and mechanism in Model 3, i.e., the treatment distinction, there are
no significant differences between treatments, which is confirmed by mutual Wald F-tests
for significant differences between the four treatments (not shown in Table 7.12).

Model 4 further explores the impact of default by including a dummy variable that equals
one if the default is chosen, which reveals some interesting patterns. First, choosing the
default results in significantly fewer punishment points (0.25 points), which is highly sig-
nificant (p < 0.01). In addition, the inclusion of the dummy variable leads to significant
treatment differences. In random-equal and grade-equal, participants assign on average 0.32
more punishment points, 0.34 respectively, than in random-unequal (p < 0.05). However,
since this effect is only apparent between unequal and equal treatments, the previously dis-
cussed default effect is likely driving this punishment decision. Restricting the observations
in Model 4 to only unequal outcomes (not reported in Table 7.12), this effect is even more
pronounced. When the unequal outcome is implemented, choosing the default is punished
significantly less (0.65 points, p < 0.001) than not choosing the default. We will come back
to the default effect in Section 7.4.4.

The next two models include various control variables (Model 5) and punishment motives
(Model 6). In Model 5, we first add socio-demographic characteristics and find that women
punish significantly less (-0.24 points, p < 0.05) than men do. This is consistent with the

60Nevertheless, we estimate an OLS regression, which is presented in Table A.5 in Appendix A.4.
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Table 7.12.: Tobit Regression
Punishment (1) (2) (3) (4) (5) (6) (7)
points
Mechanism 0.008

(0.106)
Default 0.201*

(0.104)
Grade-unequal -0.018 -0.025 0.060 0.066 0.108

(0.146) (0.145) (0.147) (0.146) (0.142)
Random-equal 0.179 0.320** 0.406*** 0.215 0.217

(0.146) (0.150) (0.142) (0.140) (0.136)
Grade-equal 0.206 0.337** 0.353** 0.109 0.137

(0.146) (0.149) (0.148) (0.146) (0.142)
Choice default -0.246*** -0.248*** -0.050 -0.050

(0.062) (0.062) (0.051) (0.051)
Female -0.239** -0.212* -0.258**

(0.110) (0.109) (0.110)
Age 0.012 0.016* 0.020**

(0.009) (0.009) (0.009)
Risk affine -0.092 -0.008 -0.004

(0.124) (0.123) (0.119)
Belief -0.246*** -0.033 -0.033

(0.065) (0.053) (0.053)
Economist -0.186 -0.224* -0.213*

(0.126) (0.125) (0.123)
Deserve role A -0.001 0.004 -0.013

(0.025) (0.025) (0.025)
Deserve role B -0.032 -0.018 -0.015

(0.023) (0.023) (0.023)
Rating random -0.054* -0.044 -0.047

(0.030) (0.029) (0.029)
Rating grade -0.009 0.014 0.011

(0.031) (0.031) (0.032)
Outcome unequal -0.081 -0.077

(0.083) (0.083)
Choice unequal 1.533*** 1.532***

(0.073) (0.073)
Outcome X Initiator 0.750*** 0.751***

(0.127) (0.127)
Pivotal 0.266** 0.267**

(0.127) (0.127)
BSJO equity 0.052

(0.062)
BSJO equality -0.083

(0.056)
BSJO need 0.186**

(0.083)
BSJO entitlement 0.008

(0.071)
Constant 0.513*** 0.419*** 0.427*** 0.477*** 0.852*** 0.083 -0.653

(0.074) (0.073) (0.101) (0.101) (0.316) (0.314) (0.584)

Wald-χ2 0.01 3.71 3,76 19.40 54.00 1375.71 1387.03
p(χ2) 0.939 0.054 0.289 0.001 0.000 0.000 0.000
AIC 8032.58 8028.93 8032.88 8019.32 8005.09 6977.57 6976.81
N 2430 2430 2430 2430 2430 2430 2430
Table notes: Dependent variable: Punishment points (from 0 to 7). Random effects tobit regression with
standard errors in parentheses. Mechanism equals 1 if grade is the group-building mechanism. Default equals
1 if the preselected option is equal. Random-unequal is the baseline category. Choice default equals 1 if
the preselected option is chosen. Belief equals 1 if the recipient would have decided the same way as the
corresponding decision-maker. The variables ‘Female’, ‘Economics’, and ‘Risk affine’ are dummy variables for
the respective socio-demographic variable. Deserve Role A and B range from 1 (completely not deserving)
to 10 (completely deserving). Rating random and grade range from 1 (completely not legitimate) to 7
(completely legitimate). Punishment motives are dummy variables for the respective category as defined in
Section 7.4.1. ***p < 0.01, **p < 0.05, *p < 0.1..
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estimated probability of punishment, which is also significantly lower for women. In addition,
the significant treatment differences and the effect of a default choice are still visible. As in
the corresponding probit regression, belief is highly statistically significant, implying that
recipients punish less (-0.25 points, p < 0.01) when they expect the same allocation as
decision-makers actually choose.

However, the inclusion of punishment motives changes this picture (Model 6), as choosing
the default no longer significantly increases the assigned punishment points. However, the
coefficient is still negative. In addition, significant treatment differences disappear, suggesting
that punishment motives may have a stronger effect on assigned punishment points than
treatment differences have. In other words, in predicting punishment behavior, the influence
of treatment differences is mitigated by punishment motives, which will be discussed further
in the next section.

In this respect, all punishment motives, except for unequal outcome, lead to a significant
increase in the assigned punishment points. For an unequal choice, the assigned punishment
points are on average 1.53 points higher (p < 0.01) than for an equal choice. In addition, the
initiator receives 0.75 more punishment points (p < 0.01), while the pivotal decision-maker
receives 0.27 more punishment points (p < 0.05). A Wald F-test confirms that both motives,
‘initiation’ and ‘pivotality’, are significantly different from each other (χ2 = 20.58, p < 0.001).

Finally, in Model 7, we include the BSJO-scale. As a reminder, the BSJO-scale measures
individuals’ perceptions of the four main principles of distributive justice: equality, equity,
need, and entitlement.61 It consists of eight items and has already been used in three general
population surveys in Germany.62 As it relates to rules and norms that people might consider
relevant in allocation decisions, it fits quite well into the overall context of this study. By
including participants’ responses, we have information about their stated preferences, which
may not match their revealed punishment preferences. In addition, as it is already used in
population surveys, we can compare the attitudes in our study with those of the general
61For more information on the principles, see Section 3.3.3. The exact wording of the four dimensions and

eight scale items is listed in Table A.8 in Appendix A.4. No translation was necessary as the scale was
developed in German and has been used in German-speaking contexts. The exact wording of the items is
taken from LINOS-1, which is recommended by the authors (Hülle et al. 2018, p. 672). Prior to the anal-
ysis, the values of each item must be converted so that they are comparable across datasets, with higher
values reflecting higher agreement. The German Data Forum (Rat für Sozial- und Wirtschaftsdaten)
recommends quality standards for survey experiments regarding the objectivity, reliability, and validity
of scales, which were used by Hülle et al. (2018). Therefore, in order to examine and demonstrate the
quality of the BSJO scale in this sample, the same tests are conducted with this dataset (see Appendix
A.4).

62More specifically, it has been implemented in “The Legitimation of Inequality Over the Life Span” (LINOS-
1), the Innovation Sample of the German Socio-Economic Panel (SOEP-IS 2012), and the German Social
Survey (ALLBUS 2014).
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population.
A comparison among the participants in this study (students at the University of Ham-

burg) and the general population is provided in Table A.9 in the Appendix A.4. It indicates
that the attitudes of the two samples are quite similar.63 Next, we use the four subscales,
each representing a justice principle, and include them in our tobit regression (Model 7).

As it can be seen in Table 7.12, there are no treatment effects and the coefficients and
significance levels are quite similar between Models 6 and 7. When the four subscales are
combined, there is a significant positive effect of need, which is due to multicollinearity.
Interestingly, entitlement as a stated justice attitude is not significantly correlated with
subjects’ punishment behavior, nor is the equality criterion, according to which everyone
should receive the same payoff, although most participants state equality as a criterion
influencing their punishment decision. We will come back to this point in Section 7.4.5, when
presenting the results of the open question. Since both criteria may be more pronounced for
unequal outcomes, we estimate the same tobit regression considering only observations where
an unequal outcome is implemented (see Table A.7 in Appendix A.4, column 7). However,
even with unequal outcomes, neither entitlement nor equality oriented participants punish
more. Interestingly, participants assign significantly more punishment points (10%-level)
when they say they agree more with the equity principle, according to which everyone should
receive the amount proportional to their input. This may be an indicator that participants
perceive the input of all participants to be similar, so that everyone should receive the same
amount, resulting in more assigned punishment when no equal distribution is implemented.
Thus, the situational context or rather the unfairness of the implemented results seems to
be a factor.

Since the dummy variable ‘risk affine’ is far from being statistically significant in Models
5 through 7, we conclude that risk attitude does not determine the amount of punishment
points assigned.64 Combined with the results from the probit regressions, where risk attitude
also does not affect the probability of punishment, we can formulate our next result and reject
Hypothesis 11.

Result 6 (Risk Attitude) In our setting, the individual’s risk preference does not affect
the probability of punishment or the amount of punishment points assigned.

Finally, we compare the AIC values of the seven models to see which one fits best. The
63The results of LINOS-1 are used because this survey is the benchmark and determines the exact wording

of the items.
64Using a dummy for being risk averse, so that the comparison group consists of risk affine and risk neutral

participants, confirms these results.
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AIC values of Models 6 and 7 are the lowest and quite similar, leading to the conclusion
that a model with punishment motives is more appropriate than models without punishment
motives.

Taking the results of the probit and tobit regressions together, we can specify our next
result on gender differences in punishment.

Result 7 (Gender) Punishment behavior is influenced by gender in that being a female
negatively affects the probability of punishment and the amount of punishment points as-
signed. As a result, we confirm our Hypothesis 10.

Before turning to a more detailed examination of a (potential) default and mechanism
effect as well as further robustness checks, we summarize our results as follows:

Summary 7.6: Results of Tobit Regressions

The default alone has a significant effect on the amount of punishment points assigned,
while treatment differentiation only reveals significant punishment differences as long
as punishing motives are not considered. A choice of the default has a significant
negative effect in Models 4 and 5, which disappears when we control for the different
punishment motives and the BSJO-scale. Thus, the punishment motives determine the
assigned punishment points and not the default choice or the treatment differences. In
addition, females and economists assign significantly fewer punishment points.

Testing for a Default Effect

Recipients may perceive the default as the recommended option, and thus punish less harshly
when the default is chosen. In all cases, 46.3% of the choices are default choices, while the
choices differ significantly by default (see Section 7.2). Table 7.12 shows that the negative
effect of choosing the default option on the allocation of punishment points disappears when
the different punishment motives are included (Model 6 and 7). In this section, we further
investigate whether the punishment behavior of the initiator and the pivotal decision-maker
depends on the default and whether they are punished less (more) for an unequal choice when
it is the default option. More specifically, we want to examine whether there is a relationship
between being the initiator (or pivotal) and actively or passively implementing the unequal
option.
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Table 7.13.: Testing for a Default Effect
Punishment (8) (9) (10) (11)
points
Mechanism -0.017 0.014 -0.013 0.013

(0.101) (0.104) (0.101) (0.104)
Default - Initiator
Unequal - No -0.144 -0.118

(0.102) (0.097)
Unequal - Yes 1.930*** 0.855***

(0.180) (0.186)
Equal - Yes 1.726*** 0.658***

(0.117) (0.139)
Default - Pivotal
Unequal - No -0.127 -0.075

(0.102) (0.097
Unequal - Yes 0.983*** -0.028

(0.185) (0.186)
Equal - Yes 1.419*** 0.420***

(0.122) (0.139)
Constant 0.475*** -0.520 0.501*** -0.539

(0.088) (0.588) (0.089) (0.587)
Punishment motives No Yes No Yes
Controls No Yes No Yes

Wald-χ2 398.01 1389.91 185.52 1392.03
p(χ2) 0.000 0.000 0.000 0.000
AIC 7670.15 6973.16 7859.71 6971.76
N 2430 2430 2430 2430

Table notes: Dependent variable: Punishment points (from 0 to 7). Ran-
dom effects tobit regression with standard errors in parentheses. Mech-
anism equals 1 if grade is the group-building mechanism. Equal default
and not being the initiator (pivotal, respectively) as baseline category.
Control variables and punishment motives as in Model 7 with punish-
ment motives as defined in Section 7.4.1. ∗ ∗ ∗p < 0.01, ∗ ∗ p < 0.05, ∗p <
0.1.

Therefore, we estimate four additional models in which we include the interaction of de-
fault and initiator (pivotality, respectively). Since the punishment motive ‘initiation’ already
implies an unequal choice, we interact this with the preselected option to see if an unequal
choice that could have been passively implemented is less punished. Additionally, for each
interaction, we estimate a model without the control and punishment variables and a model
with them included. The baseline category is an unequal default and not being the initiator
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or the pivotal decision-maker.
The first two columns in Table 7.13 show the interaction between the default and being

the initiator, uncovering some interesting patterns. Being the initiator, i.e., being the first
decision-maker to make an unequal choice, leads to significantly more punishment points,
regardless of the default. However, compared to an equal default and not being the initiator,
an initiator is punished 1.93 points more with an unequal default (p < 0.01) and 1.726 points
more with an equal default (p < 0.01). Adding control variables and punishment motives
(Model 9) reduces the increase in assigned punishment points by about one point, although
the effect is still present and highly significant. Interestingly and unexpectedly, the increase
in assigned punishment points is higher when the unequal allocation is preselected, so the
unequal allocation can be passively implemented.

The interaction between pivotality and the default option is somewhat different. Without
control variables (Model 10), pivotality is punished significantly more than non-pivotality,
regardless of the default. However, pivotality combined with an equal default, so that the
unequal allocation has to be chosen actively, is punished more than implementing the unequal
allocation passively (Coef. 1.419 vs. 0.983, p < 0.01). Adding the control variables and the
other punishment motives reveals that the significant effect of being pivotal with an unequal
default, compared to not being pivotal with an equal default, disappears. The interaction of
pivotality with an equal default is still highly significant (Coef. 0.42, p < 0.01).

To further explore the relationship between initiation, pivotality, and default, we look at
the marginal effects corresponding to Models 9 and 11, reported in Table 7.14.

Table 7.14.: Testing for a Default Effect - Marginal Effects
Initiation Pivotality

No Yes No Yes

Default
Unequal

0.408*** 1.381*** 0.461*** 0.508***
(0.067) (0.169) (0.067) (0.169)

Equal
0.526*** 1.180*** 0.536*** 0.956***
(0.069) (0.146) (0.068) (0.145)

Table notes: Average marginal effect of tobit regressions (Model 9 and 11) with
standard errors in parentheses. ∗ ∗ ∗p < 0.01, ∗ ∗ p < 0.05, ∗p < 0.1.

The marginal effects provide a more nuanced picture of punishment behavior. Regarding
the punishment of the initiator, the marginal effects are as expected. The initiator receives
more punishment points with an unequal default than with an equal default. Thus, imple-
menting the unequal allocation actively (equal default) or passively (unequal default) makes
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only a small difference in the assigned punishment points, in favor of an active implemen-
tation, which is quite unexpected. On the other hand, choosing the default can prevent
punishment or lead to a lower amount of assigned punishment points if the decision-maker is
pivotal. The marginal effects of pivotality are lower for an unequal default than for an equal
default (0.508 versus 0.956).

Summary 7.7: Testing for a Default Effect

Consequently, choosing the default does not prevent you from being punished as a
first decision-maker, since the initiator is punished significantly more, regardless of
the default. However, choosing unequal and being the pivotal decision-maker with
an unequal default is punished less severely (in terms of absolute punishment points
assigned) than with an equal default.

Taken these results together with the tobit regressions (Table 7.12), it seems that the
punishment behavior towards the initiator is independent of the default, while the effect of
the motive ‘pivotality’ is correlated with or influenced by the default. Consequently, choosing
the default is less punished when no other punishment motives are included. However, adding
punishment motives almost completely mitigates the default effect, except for pivotality,
where a default choice can decrease the assigned punishment points. The conclusion that
punishment motives are more influential than the preselected option is appropriate, leading
to a rejection of Hypothesis 7.

Result 8 (Default Choice) Choosing the default results in less punishment if no further
punishment motives are controlled. However, a default choice cannot prevent punishment if
the decision-maker is the initiator, while a pivotal decision-maker can mitigate the punish-
ment points assigned by choosing the default option.

Testing for an Effect of Status Differences

Although no effect of the group-building mechanism has been found so far, the evaluation
of both mechanisms seems to occasionally influence the punishment decision. If the legit-
imacy of a random procedure is rated one point higher, 0.05 fewer punishment points are
assigned (Table 7.12, Model 5). Although this effect disappears when controlling for punish-
ment motives, we want to further explore whether the mechanism influences the punishment
decision. Therefore, two dummy variables are generated based on the assessment of the
group-building mechanism. ‘Random legitimate’ equals 1 if random is considered more le-
gitimate, while ’Grade legitimate’ equals 1 if the final grade is considered more legitimate.
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The vast majority (75.56%) perceive random as more legitimate, while only 9.63% rate the
final grade as more legitimate than a random group-building mechanism. The rest consider
both mechanisms equally legitimate.

Table 7.15 displays the results of our regression analyses, where we include the two dummy
variables one at a time and estimate a model with control variables (mainly sociodemographic
characteristics) and punishment motives. 65 In addition, we include the interaction of being
the initiator (pivotality, respectively) with rating a random procedure as more legitimate.66

The inclusion of the two dummy variables (Models 12 and 13) does not lead to significant
treatment differences in punishment behavior. More precisely, even controlling for the evalu-
ation of the more or less legitimate mechanism does not induce significant differences in the
punishment points assigned between treatments.

Turning to the interaction of initiation and the evaluation of random (Model 14), we again
observe that recipients punish the initiator significantly more, regardless of their evaluation.
However, when random is rated as more legitimate than the final grade, the initiator receives
fewer punishment points than when both mechanisms are rated equally or more legitimately.
Specifically, a receiver assigns 1.68 more punishment points (p < 0.01) to the initiator when
random is not rated more legitimate than to the non-initiator. Being the initiator and rating
random as more legitimate increases the assigned punishment points by 0.70 (p < 0.01).
Turning to the interaction between pivotality and the rating of random (Model 15), a different
picture emerges. Being pivotal is not punished more regardless of the rating, except in the
case where random is rated as more legitimate (Coef. 0.40, p < 0.1). Marginal effects (see
Table A.6 in the Appendix A.4) confirm these results, highlighting that the initiator is
punished less intensely when the recipient perceives random as more legitimate, while the
effect is reversed for a pivotal decision-maker.67

65We also check for other channels, such as the interaction between the actual mechanism and the evaluation
of the more legitimate mechanism (not shown in Table 7.15), which do not lead to significant results of
the group-building mechanism on the assigned punishment points.

66We omit the interaction between grade more legitimate and initiation (pivotality, respectively) because
the results are almost contradictory.

67As a further control, we split the dataset by mechanism and analyze the ‘random’ and ‘grade’ treatments
separately, which confirms our results.
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Table 7.15.: Testing for a Mechanism Effect
Punishment (12) (13) (14) (15)
Points
Grade-unequal 0.107 0.103 0.108 0.107

(0.142) (0.143) (0.142) (0.142)
Random-equal 0.183 0.182 0.180 0.183

(0.133) (0.134) (0.132) (0.133)
Grade-equal 0.104 0.106 0.108 0.104

(0.139) (0.139) (0.139) (0.139)
Random legitimate 0.121

(0.195)
Grade legitimate -0.063

(0.225)
Random more legitimate - Initiator
Yes - No 0.206

(0.195)
No - Yes 1.681***

(0.191)
Yes - Yes 0.699***

(0.233)
Random more legitimate - Pivotal
Yes - No 0.123

(0.196)
No - Yes 0.302

(0.193)
Yes - Yes 0.404*

(0.234)
Punishment motives Yes Yes Yes Yes
Controls Yes Yes Yes Yes
Constant -0.771 -0.644 -0.884 -0.773

(0.608) (0.590) (0.606) (0.608)
Wald-χ2 1386.05 1385.64 1448.52 1386.06
p(χ2) 0.000 0.000 0.000 0.000
AIC 6977.39 6977.70 6940.15 6979.38
N 2430 2430 2430 2430

Table notes: Dependent variable: Punishment points (from 0
to 7). Random effects tobit regression with standard errors in
parentheses. Random not more legitimate and not being the
initiator (pivotal, respectively) as baseline category. Random
legitimate equals 1 if random is evaluated as more legitimate
than grade. Grade legitimate equals 1 if grade is evaluated
as more legitimate than random. Control variables and pun-
ishment motives as in Model 7 with punishment motives as
defined in Section 7.4.1. ∗ ∗ ∗p < 0.01, ∗ ∗ p < 0.05, ∗p < 0.1.
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Consequently, as summarized in Result 9, it is likely that the legitimacy of the group-
building mechanism does not influence punishment behavior and is not used as a focal
point for assigning responsibility. Contrary to the theoretical prediction, participants do not
assign responsibility based on induced (legitimate) status differences, so Hypothesis 8 must
be rejected.

Result 9 (Mechanism) The empirical legitimacy of the group-building mechanism does
not determine the allocation of punishment points by recipients.

Additionally, after presenting the probit and tobit regressions, we can conclude, that
there are no significant differences between treatments, i.e., the interaction of default and
mechanism. Consequently, punishment behavior is not influenced by the interaction of default
and mechanism, but rather by punishment motives, leading to a rejection of Hypothesis 9.

Result 10 (Interaction) Punishment behavior is not significantly affected by the legiti-
macy of the group-building mechanism combined with an equal or unequal default allocation.

7.4.5. Further Analyses

Robustness Checks

In order to strengthen the previous results, seven additional models are estimated based on
Model 7 (see Table A.7 in the Appendix A.4). In the following, we describe each of these
models, explain why we chose to estimate it, and present the main results, focusing on the
differences with Model 7 in Table 7.12.

a) Only round 1
Since it can be argued that there is some learning effect between rounds, participants
can form expectations or use the previous allocation as a reference point. Thus, a model
using only the first round (since no learning or reference is possible) is estimated.
When we look at the first round only, there is a significant difference between random-
unequal and random-equal, as participants punish significantly more (0.36 points,
p < 0.1) in random-equal, which may be driven by the default. In addition, an unequal
choice is punished more (2.1 points, p < 0.01) and the initiator receives significantly
more punishment points (0.86 points, p < 0.01), while being pivotal does not signifi-
cantly increase the assigned punishment points and has a negative sign.

b) Without round 1
Participants may be unfamiliar with the punishment decision, so the first round can
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be considered an introductory or learning round. Thus, a model is estimated without
the first round.
Without the first round, the economist and female dummies, as well as age, significantly
influence the punishment points assigned. Specifically, economists and females assign
significantly fewer punishment points (Coef. -0.26 and -0.27, respectively, p < 0.05),
while the older the recipient is, the more punishment points are assigned (Coef. 0.02,
p < 0.05). There are no other differences to Model 7.

c) Without last round
The last round is excluded in this estimation to control for a potential end-round effect,
where participants might behave more selfishly because there is no further interaction.
In contrast to Model 7, excluding a potential end-game effect reveals significant differ-
ences between random-unequal and random-equal, as participants punish significantly
more in the latter (Coef. 0.33, p < 0.05).

d) Without seven punishment points
A model without the maximum number of punishment points is estimated to exclude
the extreme value where only one decision-maker is punished.
Even without the extreme value of seven punishment points, the previously presented
results are confirmed, supporting the robustness of our findings.

e) Only male and f) only female
Previously, some gender differences were found, so a separate regression for males and
females is reasonable. This should strengthen the previous findings that punishment
decisions are not driven by gender differences.
Regarding the two punishment motives ‘choice’ and ‘initiation’, no gender differences
are found, because they are highly significant in both models. However, when we look
only at the male participants, significant treatment differences emerge. Specifically,
males assign more punishment points in grade-unequal and random-equal than in the
baseline treatment random-unequal (Coef. 0.46, p < 0.1 and 0.59, p < 0.05 respec-
tively). In addition, choosing the default is significantly less punished (Coef. -0.22,
p < 0.05), while being the pivotal decision-maker does not significantly determine the
assigned punishment points. Although the effect is weak, men’s expectation of how a
decision-maker might decide negatively affects the punishment points assigned (Coef.
-0.17, p < 0.1).
In contrast, there are no significant treatment differences for women (as in Model 7),
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which is not surprising since we have far more women than men in our setting. However,
being pivotal affects the punishment points assigned by 0.31 (p < 0.1).

g) Only unequal outcome
Since the punishment for an unequal outcome is significantly higher, a robustness check
focuses on the unequal outcomes to further investigate whether some effects exist only
in this case.
Again, there are no treatment differences. However, being the pivotal decision-maker
no longer significantly affects the punishment points assigned. In other words, when the
implemented outcome is unequal, an unequal choice and being the initiator determine
the assigned punishment points (Coef. 1.19, p < 0.01 and 1.06, p < 0.01, respectively).

Summary 7.8: Robustness Checks

The robustness checks lead to the conclusion that our results are robust. Specifically,
the effect of the different punishment motives is confirmed in all of the further esti-
mated models. Thus, our assumption that an unequal choice, being the initiator, and
being pivotal determine the punishment decision is confirmed, although the effect of
pivotality is not as robust as for the other motives. In addition, the robustness checks
reveal interesting insights into the punishment behavior of men and women, as men
seem to be more influenced by the treatment variations, which may be related to male
competitiveness (among others, see e.g. Campbell 2002). Furthermore, pivotality does
not significantly influence the punishment points assigned by men.

Since men seem to punish somehow differently than women in our setting, it would be
interesting to see whether an equal sample of men and women would change our results
in Model 7. Alternatively, the results may imply that there are systematic differences in
punishment behavior between men and women in a setting like ours. Future research should
shed light on this aspect, as the empirical evidence is not yet clear or large enough to draw
conclusions about gender differences in punishment.

Individual Answers to the Open Question

In this section, we present the individual responses to the open question with the aim of
clarifying whether participants really do make these considerations. More precisely, since the
punishment decision reveals participants’ true preferences, it is interesting to know whether
they also cite these preferences as their reason for (not) punishing.
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At the end of the experiment, participants are asked an open question, depending on their
role. Decision-makers (role A) explain their reasoning behind their decision. Recipients (role
B) explain why (and how) they assigned punishment points. The exact wording of the open
question is as follows:

For A: In this experiment you acted as participant A and chose an allocation.
What considerations did you make? /
And for B: In this experiment you acted as participant B and assigned punishment
points. What considerations did you make?68

The top five responses are listed separately for roles A and B in Table 7.16. Fairness
and equal distribution are important motives for decision-makers, while almost a quarter
try to maximize their own payoff. In addition to self-interest, a quarter of decision-makers
are concerned about the likelihood of being punished for their decision, while 16.13% are
concerned about being punished.

Table 7.16.: Top-5 Answers to the Open Question

Role A Role B

1. 40.32% fairness 28.24% punishment costs / is expensive

2. 25.81% probability to be punished 23.66% unequal choice

3. 24.19% utility maximization 21.37% fairness

4. 20.16% equal amount for everyone 19.85% equal choice

5. 16.13% afraid to be punished 17.56% punishment brings no advantage

Table notes: Multiple answers are possible.

Turning to the recipients, we see that fairness also plays a role, but only in third place. More
important are the cost of awarding punishment points and the distribution chosen (either
unequal or equal). In addition, 17.56% state that punishment is not beneficial because it is
costly. Taking all participants together who indicate that they act payoff-maximizing, never
punish, punishment is costly, and punishment does not bring any benefit (categories 3, 7, 9,
and 10 of the open question), we find that 48.85% of the answers correspond to at least one

68The exact wording in German: In diesem Experiment konnten Sie als Teilnehmer A über eine Verteilung
abstimmen.Welche Überlegungen haben Sie dabei angestellt? / In diesem Experiment konnten Sie als
Teilnehmer B Abzugspunkte verteilen. Welche Überlegungen haben Sie dabei angestellt?
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of these points. Of those, almost 90% actually do not punish. Since this is consistent with
the actual punishment decision, according to which 42.22% never punish, we can confirm
that participants do indeed make these self-interested and payoff-maximizing considerations.

Comparing the top five responses of recipients between treatments in Table 7.17, (Table
A.10 in Appendix A.4 displays answers separately by default and mechanism.) shows that
the fairness motive is more pronounced in ‘random-unequal’ than in the other treatments,
while the monetary argument (punishment costs and brings no benefit) seems to be more
important in the other treatments, especially in ‘grade-unequal’ and ‘grade-equal’.

Table 7.17.: Top-5 Answers of Recipients by Treatments

Answer Overall Random-
unequal

Random-
equal

Grade-
unequal

Grade-
equal

1. punishment costs / is expensive 28.24% 16.67% 32.26% 32.26% 33.33%

2. unequal choice 23.66% 13.89% 32.26% 22.58% 27.27%

3. fairness 21.37% 30.56% 22.58% 19.35% 12.12%

4. equal choice 19.85% 22.22% 12.90% 19.35% 24.24%

5. punishment brings no advantage 17.56% 11.11% 9.68% 19.35% 30.30%

Table notes: Multiple answers are possible.

Summary 7.9: Open Question

Several conclusions can be drawn from the answers to the open question. First, fair-
ness and payoff maximization are relevant motives for decision-makers. Second, the
punishment decision is influenced by the punishment costs and the actual choice of
the decision-maker. Thus, the analysis of the stated preferences of recipients confirms
the observed preferences. In particular, the regression analyses show that recipients
are sensitive to the actual choice of the decision-maker. The choice and the imple-
mented outcome are identified as the main motives for the punishment decision, which
is confirmed by their answers to the open question.

Hurdle Model and Cluster Analysis

As a further robustness check, a hurdle model is estimated. The Double Hurdle approach,
originally introduced by Cragg (1971), is extended by Engel and Moffatt (2014) to implement
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it in Stata and make it applicable to experimental panel data. The advantage of the Double
Hurdle model is that it allows the combined estimation of two different processes: first, the
decision to punish, and second, the amount of punishment for those who punish. Thus, the
first hurdle can be interpreted as a probability model that captures the effect of different
punishment motives on the probability of punishment. In addition, the second hurdle is a
censored tobit model that determines the amount of assigned punishment for those partici-
pants who passed the first hurdle and thus decided to punish. Since many participants do not
punish, there are many zeros for the punishment variable. Consequently, a Double Hurdle
model may provide new and meaningful insights into what drives punishment behavior.

For the estimation, the three most relevant punishment motives, choice, initiation, and
pivotality, are used as hurdle variables. The goal is to estimate their influence on the probabil-
ity of passing the first hurdle and thus being punished. Furthermore, each model is estimated
with and without additional control variables. However, since neither treatment effects nor
further insights emerged, we do not report the estimation results.

In addition, we examine individual decisions using cluster analysis to move away from av-
erage decisions across participants. Therefore, hierarchical clustering using the ward linkage
method is used to identify different punishment types of participants. However, since this
analysis does not provide new insights or lead to other types of punishment than the ones
already identified (choice, initiator, pivotality), the results of the cluster analysis are not
discussed further here.

7.4.6. Comparison to Bartling et al. (2015)

Since the experimental design is adapted from Bartling et al. (2015), this section compares
the results of our study to Bartling et al. (2015). First, we discuss the punishment points
assigned for an unequal outcome. Second, an econometric comparison of the different punish-
ment motives is presented. In order to compare the overall effects of the different punishment
motives and how people assign responsibility, the aggregated data of this study is used. Thus,
the four treatments are not separated.

Responsibility Attribution for an Unequal Outcome

Table 7.18 presents the average punishment points for each decision-maker in each of the
eight possible decision sequences for both studies. Due to methodological differences69 in
the experimental design, the data structure is different, so different tests of significance are
69We use the direct response method while Bartling et al. (2015) use the strategy method.
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applied. Bartling et al. (2015) report statistical differences using a Wilcoxon signed rank
test. In this experiment, however, significant differences are calculated with a Wilcoxon rank
sum test because the observations are independent.

Not surprisingly, the punishment points assigned are lower for an equal choice than for an
unequal choice. Since the unequal outcome and the corresponding punishment points are of
primary interest, the focus is on the upper part of Table 7.18, where the unequal allocation
is implemented. Here, four categories of decision-makers are discernible, as already classified
in Section 7.4.1.70

As already addressed in Section 7.4.2, the main result of Bartling et al. (2015), that the
pivotal decision-maker is punished significantly more than the other decision-makers, is not
confirmed in this study. Instead, the initiator, i.e., the first decision-maker who chooses the
unequal allocation71, is punished significantly more than the pivotal decision-maker. For
example, a close look at decision sequence four (e-u-u) illustrates this difference. In the
experiment by Bartling et al. (2015), the second decision-maker, the initiator, receives an
average of 1.83 punishment points and the third pivotal decision-maker receives 2.33 points
(p < 0.01). In contrast, in our study, the initiator receives 2.64 punishment points and the
pivotal decision-maker 1.58 points, which is also highly significant at the 1%-level, but in the
opposite direction. However, the punishment differences between the two studies are only
visible in sequences three and four. In sequences one and two (u-u-u and u-u-e), the initial
and pivotal decision-makers receive almost the same amount of punishment points in both
studies.

In the theoretical and empirical literature, delegating a decision to avoid punishment has
been found to be effective (among others, see e.g. Bartling and Fischbacher 2012; Oexl and
Grossman 2012). In our setting, the second decision-maker who chooses equal when the
first decision-maker chooses unequal (sequence 3 and 5) can be seen as delegating the final
decision to the third decision-maker.72 As predicted by the empirical results, this decision-
maker is punished significantly less than the third decision-maker who chooses the unequal
outcome, which is then implemented for the whole group (Sequence 3, decision-maker 2:
0.13 vs. decision-maker 3: 2.01, p < 0.001). As a similar pattern is found in Bartling et al.
(2015) delegation is effective in this setting.
70The original classification by Bartling et al. (2015) differs in some respects, as one category is named

differently. However, to obtain a clear delineation of the different punishment motives, the categories are
applied as discussed in Section 7.4.1.

71In the wording of Bartling et al. (2015) the decision-maker with an unkind intention
72One could argue that all decision-makers in the first position who choose equal are postponing the decision

of how to start the sequence. However, since they can also be classified as having a kind intention, the
distinction between delegating and merely acting kindly is more difficult to make.
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Table 7.18.: Comparison to Bartling et al. (2015)
Allocation Decision Decision- Decision- Decision- Pivotal Pivotal Initiator

sequence maker 1 maker 2 maker 3 vs. all vs. initiator vs. all

Bartling et al. (2015) Wilkoxon sign rank

Unequal u-u-u 1.50 1.85 0.86 p<0.001 p=0.294

u-u-e 1.86 1.92 0.26 p<0.001 p=0.960

u-e-u 1.68 0.07 2.39 p<0.001 p=0.006

e-u-u 0.11 1.83 2.33 p<0.001 p=0.012

Equal u-e-e 1.33 0.10 0.08

e-u-e 0.17 1.43 0.08

e-e-u 0.06 0.03 0.92

e-e-e 0.08 0.07 0.03

This study Wilkoxon ranksum

Unequal u-u-u 1.33 1.00 0.87 p=0.946 p=0.7645 p=0.628

u-u-e 2.00 2.02 0.09 p=0.002 p=0.782 p<0.001

u-e-u 2.67 0.13 2.01 p=0.025 p=0.201 p<0.001

e-u-u 0.00 2.64 1.58 p=0.129 p=0.009 p<0.001

Equal u-e-e 1.68 0.09 0.12

e-u-e 0.05 1.41 0.05

e-e-u 0.03 0.08 2.26

e-e-e 0.18 0.13 0.17

Table notes: “u” denotes a choice of the unequal allocation; “e” denotes a choice of the
equal allocation. The three rightmost columns show p-values of Wilcoxon signed rank tests
for Bartling et al. (2015) and of ranksum test for this study comparing the punishment for
the pivotal decision-maker to the punishment for the two other decision-makers (“pivotal
vs. all”) and to the punishment for the initiator only (“pivotal vs. initiator”). Additionally,
in this study a comparison between the punishment for the initiator to the punishment for
the two other decision-makers (“initiator vs. all”) is added.

One might argue that this dataset already contains the treatment variation, or rather the
induced status differences, that might have influenced the punishment decision. Therefore, as
a robustness check, the same analysis is presented in Appendix A.4 with a restricted dataset
(only the two random treatments), which leads to the same punishment behavior.

To further illustrate the punishment behavior in both studies, Figure 7.4 presents the
average punishment points for unequal outcomes. It also indicates significant differences
between categories of decision-makers. Overlapping categories, such as unequal choice or
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unkindness, are excluded to provide a clear and exclusive delineation of decision-makers.
The left side of Figure 7.4 illustrates the average punishment in the experiment by Bartling

et al. (2015), while our results are shown on the right side. As described earlier, the fun-
damental difference between the two experiments concerns the punishment of the initiator
and the pivotal decision-maker. As it can be seen in Figure 7.4, the mean punishment for
the pivotal decision-maker in the experiment of Bartling et al. (2015) is significantly higher
than for the initiator. In contrast, in this study it is the other way around. The initiator
receives the most punishment points (mean of 2.30 points), which is also higher than the
average punishment of the pivotal decision-maker in the setting of Bartling et al. (2015)
(mean of 2.12 points). The other two categories indicate that the punishment for an equal
choice is relatively small and does not differ between the two experiments. The same is true
for the third decision-maker, who chooses the unequal allocation when the other two have
already decided on the unequal outcome. In both experiments, significant differences are
found between all four categories of decision-makers, with the direction of these differences
being opposite for initiation and pivotality.

(a) Bartling et al. (2015) (b) This study

Notes: Mean of assigned punishment points (from 0 to 7) for the four different categories of decision-
makers as defined in Section 7.4.1. The p-values in the left figure are from signrank test and in the right
figure from ranksum test. Bars represent the 95% confidence interval. *p ≤ 0.1, **p ≤ 0.05,***p ≤ 0.01.

Figure 7.4.: Average Punishment If the Unequal Allocation Results

Econometric Comparison of Different Punishment Motives

In this section, an OLS regression is presented to explore punishment behavior in more detail
and to examine the effects of different punishment motives. Therefore, we use the same
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punishment variables as in Bartling et al. (2015) to directly compare the results. This study
uses the entire dataset without distinguishing treatments.73 In the beginning, in Models
1 through 8, each punishment motive is regressed separately on the assigned punishment
points. Then, all motives are included together (Model 9). In addition, the last column of
Table 7.19 presents the regression results of Bartling et al. (2015) for comparison with our
study.74

Several conclusions can be drawn from the data in Table 7.19. First, each punishment
motive has a significant positive effect on the punishment points assigned. The only exception
is the equal choice, which has a negative effect. This is obvious because participants have
only two choices, either equal or unequal. Second, each motive induces an increase of at least
one punishment point. Being the initiator of an unequal outcome has the largest effect (Coef.
1.857). More precisely, the initiator receives on average 1.86 punishment points more than
a decision-maker who is not the initiator. Since a decision-maker can only be pivotal in an
unequal outcome, ‘outcome X initiator’ is added and specifies the initiator for the unequal
outcome. Third, the highest explanatory power is found for an unequal (equal) choice, while
an unkind intention has the second highest explanatory power. Since the two are closely
related and differ only in the effect a choice has, similar explanatory power is expected
(recall that the motive unkind means choosing unequally when the outcome is not fixed).
Furthermore, we show that the explanatory power for initiation (and initiator for unequal
outcome) is much higher than for pivotality (0.201 and 0.130 versus 0.069, respectively). In
addition, the impact on assigned punishment points is also higher for initiation and initiator
for the unequal outcome than for pivotality (Coef. 1.673 and 1.857 versus 1.312), although
all are highly significant at the 1%-level.

73As in the previous section, the same regression with the random treatments is presented in the Appendix
A.4.

74To compare our results and the R2 with the experiment of Bartling et al. (2015), we use an OLS regression
here. However, since a tobit regression fits our data better, the corresponding tobit regression can be
found in Table A.12 in the Appendix A.4.
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In Model 9, all punishment motives are included simultaneously to estimate their joint ef-
fect on the assigned punishment points. Since equal and unequal choices are interchangeable,
only unequal choices are considered. In addition, to have a cleaner comparison to Bartling et
al. (2015), the interaction ‘outcome X choice’ and the motive unkindness75 are not included
in this model.

A comparison to Bartling et al. (2015) (Model 8 with 9) shows that an unequal choice is
highly significant in both studies. However, the impact is slightly higher in this study, in-
creasing punishment by about 1.10 points compared to 0.78 points in Bartling et al. (2015).
In addition, the comparison reveals an important pattern between the initial and pivotal
decision-makers. Not surprisingly, both punishment motives significantly affect the punish-
ment points assigned. However, in this study, being the initiator is only weakly significant
(10%-level). In contrast, being the initiator of the unequal outcome has a highly significant
positive effect, leading to an average increase of 0.69 punishment points. In the experiment
by Bartling et al. (2015), the initiator receives on average 0.52 points more, while the initia-
tor of an unequal outcome does not significantly influence the assigned punishment points.
The coefficient of the pivotal voter is also slightly different (0.68 vs. 0.40). Furthermore, the
explanatory power in this study is higher than in the experiment of Bartling et al. (2015)
(0.309 vs. 0.281). Since one can argue that the role assignment process in Bartling et al.
(2015) is quite different from that in this study, the same OLS regression with only the two
random treatments supports the described differences (see Table A.13 in Appendix A.4).
When we take them together, we can confirm our previous result 5, according to which the
initiator’s influence and explanatory power is higher in our study.

As described in Section 2.1.3, Engl (2018) develops a theoretical model where he distin-
guishes two forms of responsibility (ex-ante and ex-post) to predict the punishment behavior.
However, as it is based on the Structural Model Approach with pivotality as the main com-
ponent, it is not directly applicable to this study.76 Adapting the model to initiation as a
measure of distance leads to a fundamental problem. The second (third) decision-maker can
never be the initiator of the unequal outcome, since at least two decision-makers who choose
unequally are required to implement the unequal outcome. Suppose the first decision-maker
chooses equally and the second unequally; he is the initiator, while the third decision-maker
can never be the initiator. Therefore, we will not discuss this aspect here.

75Even adding unkindness does not lead to significantly different results.
76Nevertheless, pivotality significantly affects the assigned punishment points in this study. Including ex-ante

and ex-post responsibility, as formalized in Engl (2018), reveals a significant effect (Coef: 0.348, p > 0.01)
of ex-ante responsibility with an explanatory power of 0.01, while no effect of ex-post is identified.
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7.4.7. Actual Punishment versus Expected Punishment

Finally, a brief comparison is given between the expected punishment and the punishment
received. Since acts of omission are often used to avoid punishment, which has been shown
to be effective in previous experiments (among others, see e.g. DeScioli et al. 2011b; Bartling
and Fischbacher 2012) as well as in our setting, it is interesting to examine whether choosing
the default is also expected to receive less punishment. More specifically, do decision-makers
expect to be held less accountable if they choose the default or are assigned to their position
through a legitimate process? To answer this question, we compare the decision-makers’
expected punishment points with the punishment points they actually received.

Irrespective of the outcome, the decision-makers expect on average 0.77 punishment points,
while the recipients receive 0.52 points. This difference is statistically significant at the 1%-
level (t-test). Furthermore, a χ2-test reveals differences between expected and actual pun-
ishment points (χ2 = 84.509, p < 0.01). For the unequal distribution, the difference between
expected and received punishment points is 0.55 points (1.97 to 1.42) and is statistically
significant (t-test, p < 0.01).

Figure 7.5 compares expected and actual punishment for the four main punishment mo-
tives. The most obvious difference is that decision-makers expect far more punishment points
than they actually receive. Furthermore, with the exception of ‘third unequal’, these differ-
ences are highly significant at the 1%-level. Consequently, there are large differences between
perceived responsibility (or expected assigned responsibility) and the self-assessment of re-
sponsibility by recipients. For example, Leibbrandt et al. (2012) find similar results in ten
simple allocation games where a first player has to choose between two allocations and a
second player can punish afterwards. Stable across allocations, the expected punishment
is (almost) always higher in absolute terms than the expected reward. Unfortunately, the
authors do not report significant differences between actual and received punishment (p.
759).

Tobit regressions are estimated to examine treatment differences in expected punishment.77

The aim is to investigate whether decision-makers expect less (or more) punishment for an
unequal (equal) default and whether the legitimacy of the group-building mechanism in-
fluences their expectations. Table A.14 in Appendix A.4 presents these results, from which
several conclusions can be drawn. The default has a significant effect on the expected pun-
ishment. Thus, when the equal allocation is preselected, decision-makers expect on average
0.27 more punishment points than with an unequal default (p < 0.01). When we turn to

77A corresponding probit regression is also estimated, with similar results. It is therefore not discussed here.
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Notes: Mean of assigned punishment points (from 0 to 7). The p-values are
from two-tailed t-tests of treatment differences, assuming equal variances. Bars
represent the 95% confidence interval. *p ≤ 0.1, **p ≤ 0.05,***p ≤ 0.01.

Figure 7.5.: Expected versus Actual Punishment if the Unequal Allocation Results

the treatment distinction (Model 3), an interesting aspect emerges. Compared to the base-
line category random-unequal, decision-makers in grade-unequal expect significantly fewer
penalty points (Coef. -0.26, p < 0.1), which is also found when socio-demographic control
variables are added (Model 5). This should be treated with caution, as the treatment effect
disappears when we add the punishment motive and may be due to the interaction between
default and mechanism. The addition of the default choice dummy in Model 4 reveals that
decision-makers expect to be punished significantly less if they choose the default option
(Coef. -0.32, p < 0.01), which is stable across models and consistent with the actual behav-
ior of decision-makers, as almost 50% of the choices are default choices. Turning to the last
two Models 6 and 7, where punishment motives are included, leads to unexpected results. In
terms of the actual punishment, an unequal choice is expected to be punished significantly
more than an equal choice. However, being the initiator and being pivotal affect the expected
punishment in the opposite direction. More specifically, the expected punishment for being
the initiator is 0.57 points lower than for a decision-maker who is not the initiator (p < 0.01).
Similar results are found for the pivotal decision-maker (Coef. -0.98, p < 0.01). To further
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investigate the cause of these unexpected results, we split the dataset and consider only
unequal outcomes. When the implemented outcome is the unequal allocation, the direction
of these effects changes and is as expected, as initiation and pivotality positively affect the
expected punishment.

Summary 7.10: Results of Expected Punishment

In addition to the general finding that decision-makers expect more punishment points
than recipients, the tobit regression shows that decision-makers expect less punishment
when they choose the default allocation. In addition, unequal choice is expected to lead
to a large increase in assigned punishment points, higher than the actual increase by
recipients. The main finding of actual punishment behavior, where the initiator is
punished significantly more, is only observed for unequal outcomes. Taken together,
however, the results on expected punishment behavior reinforce our conclusions from
the previous sections.
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8. Conclusion

Our research aims to answer the question how people assign individual responsibility for
sequential group decisions with status differences and a preselected allocation, thus com-
plementing similar studies by Bartling et al. (2015) and Duch et al. (2014). Therefore, we
consider two dimensions: first, the way in which choices are made, either actively or pas-
sively by implementing a default option. Second, the influence of a more (less) legitimate
group-building mechanism on attributed responsibility, given that the legitimacy of status
differences affects the acceptance of inequalities.

From a theoretical perspective, we identify two approaches that build on the concept of
causality and specify how responsibility should be attributed: either the causality of the
decision-maker or the causality of the action. In this respect, the attribution of responsibil-
ity is mitigated or enhanced by various factors, such as intention (Alicke 2000; Malle et al.
2014) or being pivotal (Chockler and Halpern 2004; Engl 2018). The (experimental) liter-
ature confirms and extends these aspects. Acts of omission are punished less than acts of
commission (Spranca et al. 1991; Vaal 1996). The default option is chosen more often and
punished less because it is perceived as more appropriate or as a recommendation (McKenzie
et al. 2006; Dhingra et al. 2012). Social norms and preferences, as well as various fairness
and distributional criteria, specify how payoffs should be distributed (Bernhard et al. 2006;
Cappelen et al. 2007), with procedural fairness being a key driver of fairness judgments
(Bolton et al. 2005; Ku and Salmon 2013). Experiments such as those by Bartling et al.
(2015), Anselm et al. (2022), and Duch et al. (2014), which analyze (sequential) group deci-
sions, identify pivotality and proposal power as cues for assigning responsibility for unequal
outcomes. However, to encourage acceptance of unpleasant outcomes, the process that leads
to those outcomes and produces status differences should be fair and legitimate (Olson and
Hafer 2001; Ridgeway 2001).

Thus, the first part of this study specifies the situational context, the decision maker’s dis-
positional factors, and his intention to determine the assigned responsibility. It also empha-
sizes the heterogeneity of fairness and distributional preferences, so that no single criterion
is (always) applicable. Consequently, different aspects shape and influence the assignment
of responsibility, while counterfactual thinking takes place to compare the just assignment
with the actual assignment.

However, before conducting the laboratory experiment, we carry out a pretest to examine
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which two mechanisms (out of four) are the most and least legitimate. The pretest shows
that a random group-building mechanism is the most legitimate, while the final grade is
the least legitimate. In our experiment, these two mechanisms are then utilized to create
(legitimate) status differences between decision-makers and recipients. The experimental
design is adapted from Bartling et al. (2015) and extended by the two dimensions described
above, resulting in a 2x2 design with either an equal or unequal allocation as default and a
more (less) legitimate group-building mechanism (random or grade).

We analyze assigned responsibility as measured by the assignment of punishment points
along two dimensions. First, at the extensive margin, we focus on the probability of punish-
ment regardless of the amount of assigned punishment points. Therefore, a yes-no respon-
sibility distinction is considered, consistent with the theoretical models of Shaver (1985)
and Schultz et al. (1981). Second, and more importantly, we are interested in the degree of
responsibility assigned, as we expected the above factors to mitigate or increase responsi-
bility (theoretically proposed, i.e., by Spellman (1997) and Chockler and Halpern (2004)).
Therefore, at the intensive margin, we estimate factors that influence the exact amount of
assigned punishment points.

Our regression analyses highlight three dimensions on which responsibility is assigned: (1)
An unequal choice significantly increases the likelihood of punishment and the punishment
points awarded, having the largest effect and the strongest explanatory power. (2) Being
the initiator and pivotal to the unequal outcome determines punishment behavior, with
the initiator’s influence being stronger. (3) Choosing the default leads to lower punishment
as long as punishment motives are not included. Surprisingly, we find no significant treat-
ment differences in punishment behavior when punishment motives are included, suggesting
that punishment behavior is determined by punishment motives rather than the situational
context.

In addition, we find a lower probability of punishment for women, who also assign fewer
punishment points. Since we do not have a balanced sample, perhaps treatment effects would
be more pronounced with more men. Further research should shed light on general gender
differences in punishment behavior, and whether women generally punish less frequently and
less intensely than men.

The most surprising finding is that we cannot confirm the pivotality effect found by
Bartling et al. (2015) and Anselm et al. (2022). On the contrary, the initiator, i.e, the
first decision-maker to choose the implemented (unequal) allocation, is held more responsi-
ble than the other decision-maker(s). In our probit and tobit regressions, being the initiator
has a higher impact on the decision to punish and the number of punishment points awarded,
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which is supported by our robustness checks. Interestingly, combining being the initiator with
(not) choosing the default option shows that the initiator is punished significantly more re-
gardless of the default option, while even more punishment points are assigned for passively
choosing the unequal allocation (since it is the default). Conversely, choosing the default
allocation and being the pivotal decision-maker can prevent from punishment or reduce the
amount of punishment points assigned.

Our experiment differs from previous studies by Bartling et al. (2015) and Anselm et al.
(2022) in two important ways. First, we include our treatment variations insofar as we induce
status differences and include a default option. Second, we use a different elicitation method.
The latter factor should not make a difference, as argued in Section 6.4. The strategy and
direct response methods should induce the same behavior, so this cannot be the main reason
for such differences. However, Falk et al. (2005) specify that the probability of punishment
is the same for both methods, while the direct response method yields to significantly more
punishment points. In addition, using the same experimental design, once with the strategy
method and once with the direct response method, they demonstrate that behavior could
differ (Cox and Deck 2005; Falk et al. 2003). Relatedly, even negligible variations in the
decision context can significantly alter decisions and the resulting outcomes (Krupka and
Weber 2013). As Konow (2000) notes, “most peoples’ values on fairness may be accounted
for by several fairly simple principles, any of which may dominate depending on the context.
[...] People may weight justice principles differently or perceive and evaluate the factors
relevant to even a single principle differently” (p. 1074), which may account for our results.

Previous theoretical and experimental research has mainly focused on the pivotal decision-
maker as the focal point for attributing responsibility (among others, see e.g. Chockler and
Halpern 2004; Bartling et al. 2015; Engl 2018). However, Spellman’s crediting causality
hypothesis (1997) presents a different view that could explain the punishment behavior in
our study. It posits that a chain of events determines causality and distinguishes two chains,
either temporal or causal. In causal chains, the first event is seen as more causal. Applying
this to our study and assuming a ‘chain of decision-makers’, the first decision-maker would
be more causal for the outcome and bear more responsibility than the subsequent decision-
maker(s). Since this is exactly what we exhibit in our study, it is logical to punish the initiator
who initiates the (unequal) decision sequence.

Although we do not find significant treatment differences, at least three important patterns
emerge. First, we shed light on the importance of replications and extensions in (experimen-
tal) economics. Second, we reveal that a default may affect the punishment decision on some
dimensions (such as pivotality), but to a lesser extent than theoretically predicted. Third,
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in our study, induced status differences have no effect on assigned responsibility, which is
completely unexpected. There are several reasons to explain this.

If an unpleasant outcome occurs, the cause and personal control are relevant in distributive
situations. In this study, it is questionable whether participants consider the final grade to
be under (full) personal control. If the final grade is controllable, individuals must take
full responsibility and do not deserve compensation for negative consequences (Becker 2012;
Cappelen et al. 2010). In addition, a person with a grade near or slightly above the median
will be assigned the role of decision-maker, since the majority is worse in their session.
However, if the majority is slightly better than him, he would be in the role of recipient.
This may be due to pure luck, i.e., brute luck, since no one can influence this classification,
and the composition of the sessions is completely random. However, the argument that it is
due to controllable option luck, since more effort at school leading to a better grade would
put him in a higher position, is also applicable.

Relatedly, it is unclear whether participants perceive the process by which roles are as-
signed to be fair or legitimate. If randomization or the final grade is perceived as a more
(less) legitimate process, the resulting inequalities are more likely to be accepted and seen as
less unfair. This may explain why recipients do not punish tolerating unequal payoff distribu-
tions. Alternatively, a decision-maker may be identified as a legitimate actor in a normative
sense, which does not automatically imply empirical legitimacy and thus acceptance by the
participants. Since the final grade as a group-building mechanism is not determined by the
participants but by the experimenter, legitimacy in an empirical sense is not necessarily
given, as argued in Section 4.2.2.

On the other hand, it is not just about the empirical legitimacy of the grade as such,
but whether the classification according to the grade is empirically legitimate. In addition,
the pretest and the end-of-experiment evaluation revealed differences in perceived legitimacy
between the two procedures. Thus, they may not be large or relevant enough to influence
punishment behavior in our setting. Alternatively, the final grade may be perceived as less
legitimate than a random procedure, but this does not necessarily mean that a role assign-
ment based on a random procedure is also legitimate. This is supported by the fact that we
often find differences in absolute terms, i.e., the mean punishment for the initiator and the
pivotal decision-maker (see Table 7.9), which are not significantly different.

Another explanation has to do with gender differences. Previous research has identified
behavioral differences between men and women (Singer et al. 2006; Burnham 2018), which
were confirmed in our pretest and experiment. Women rated both mechanisms rather more
extreme than men, while at the same time the probability of punishment and the amount of
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punishment points assigned are lower for them. Since our sample is not gender balanced, it is
possible that differences in punishment are driven by gender differences, as we found mutu-
ally significant treatment differences when considering only men (see Table A.7, column 7).
Consequently, significant treatment differences, and thus differences between group-building
mechanisms, may be more pronounced with a more balanced sample.

Moreover, it is not obvious what a higher grade reveals. In addition, it is questionable
whether the school grade is an equal opportunity for everyone and the process of achieving
the final grade is fair (or is perceived to be fair). Although the school system in Germany
is open to everyone and everyone can try to get the ‘Abitur’ and go to university, in reality
the situation might be quite different. As Weiner (1993) points out, there are extenuating
factors that explain why someone shows less effort and gets bad grades at school, i.e., a sick
family member to care for. In such a case, it is perfectly acceptable for someone to not use
his abilities to the fullest, so his school grade may not be as good as it otherwise would have
been. However, since this is not something that the judging person (here, the recipient) can
determine, he may not want to punish someone for a fact that he cannot fully control.

In this regard, Mikula (2003) emphasizes that the mere violation of an entitlement is not
enough to hold someone responsible. Other mitigating factors, such as control over and intent
behind the action, must be considered. Another explanation is provided by the SCT, since a
status characteristic must be activated to be effective. Even if the activating conditions are
not fully known or clear, the final grade is probably not a status characteristic. It might not
define an assumption or belief about the skills, knowledge, or abilities of the decision-maker
(Berger et al. 1972, pp. 244-245). Therefore, it would not determine the punishment behavior
of recipients, who might perceive both status positions as almost random.

However, even if one criticizes the use of the final grade as a (less) legitimate group-
building mechanism, it is in fact relevant in real life and represents the most important basis
for the allocation of study places or entry positions into the job market (Weiss and Fershtman
1998; Brandstätter and Farthofer 2002). In addition, independent of the subjective influence
of teachers, schools, and social background (Ingenkamp 1997; Süß 2001), the final grade
represents in part the effort during a two-year school period and thus provides information
about the person (Camara 2005).

Although the right to decide is usually perceived as an intrinsic value in itself (Bartling
et al. 2014b), it is also possible that some participants do not really want to decide how to
allocate the endowment, especially if a reciprocal reaction of the recipients is expected. Con-
sistent with the experimental findings on delegation (Bartling and Fischbacher 2012; Oexl
and Grossman 2012) and (willful) ignorance (Conrads and Irlenbusch 2013; Wieland 2016),
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people do not always want to decide and (sometimes) prefer to shift the responsibility for the
outcome to someone else. Since this may be anticipated or perceived similarly by recipients
who also do not want to decide, an accommodating reaction by recipients is conceivable.

Even if recipients perceive decision-makers as responsible and think they should punish
them, there are several reasons why they may not assign punishment points. The most
important reason may be their self-interest and payoff maximization, which is predicted by
rational choice theory and is one of the main reasons mentioned in the open question. In
addition, recipients may perceive harm in punishment, so they avoid it by not punishing.

In addition to the punishing behavior of the recipients, we also found some interesting
patterns in the choices of the decision-makers. First, far more decision-makers choose the
equal allocation in our study than in the experiment of Bartling et al. (2015), while sev-
eral factors could explain this behavior. For example, since more women participated in our
experiment, and women are more inequality averse compared to men (Essen and Ranehill
2011), this could explain the high number of equal choices. Alternatively, a fair or equal
distribution might be considered more appropriate because the endowment is given for free,
like a ‘windfall money’ (Cappelen et al. 2007). Since one allocation is always preselected,
this might have influenced behavior. Interestingly, the default has an unexpected effect on
decision-makers’ choices. One might have expected more selfish choices with an unequal de-
fault, since choosing the default is (usually) more accepted, and people often keep the default
(Dhingra et al. 2012). Of course, this could be an artifact of the experimental design, since
the group-building mechanism or the group decision could have induced such behavior. How-
ever, future research should focus on equal and unequal default choices in group decisions to
investigate whether this behavior is consistent and explainable. A more systematic approach
is warranted to fully understand this unexpected finding.

Of course, our design is not free from criticism. We use a fixed set of choices with only
two allocations, which restricts the participants’ decision process. The unequal allocation
is quite extreme, encouraging equal choices because the unequal distribution may be seen
as too unequal. It is possible that an intermediate allocation would result in more choice
diversity and more (or less) punishment. Perhaps different punishment behavior could be
achieved with a binary punishment option that assigns a fixed number of punishment points
(or no punishment at all), as used in Molenmaker et al. (2016). A fixed set of choices could
be perceived as the experimenter’s recommendation, especially with the preselected option.
As a result, true intentions could not be discerned. Duch and Stevenson (2014) extended the
set of choices to three allocations, where the third allocation was also unequal, but not as
unequal as the original 9-1 allocation. This could be a way to still have unequal choices, but
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to a lesser extent. A different experimental design with a greater variety of allocations would
likely reveal different intentions and choices by decision-makers and recipients.

Since the forces that determine assigned responsibility are not fully understood, future
research should shed light on other relevant factors, dimensions, and (or) aspects that might
mitigate or enhance assigned responsibility. Not to mention the comparison between expected
and actual punishment. As already addressed in the empirical literature, delegation and
avoidance reduce the assigned punishment, although this does not automatically mean that
decision-makers feel less responsible. Further research on how responsible parties perceive
themselves and how they are held responsible by affected parties and uninvolved third parties
would be an interesting area for future research.

In addition, as shown in the experiments of Cappelen et al. (2007, 2010), people may value
fairness considerations differently when the endowment is earned in a production phase.
However, even when participants do not earn their endowment, using a different procedure,
such as the slider task, may reveal different drivers for the punishment decision. Explicitly
stating how many sliders each participant solved, so that it is apparent how much effort
each participant put into the task, might elicit a completely different punishment behavior.
Furthermore, the definition of status specifies that a ranking in a socially recognized hierarchy
is required to assign status differences. Since the exact ranking is not publicly announced in
our study, it is possible that participants do not believe in status differences or do not perceive
them as real. Future research should focus on more overtly declaring status differences, such
as publicly announcing the ranking or explicitly stating that one group has higher status,
i.e., by assigning stars as in Ball et al. (2001).

Finally, we hope to have provided a better understanding of how people assign responsi-
bility in sequential group decisions. The topic is of widespread importance affecting many
aspects of everyday life, so research should not stop here. Perhaps we have been able to
provide a new perspective on people’s focus on holding others accountable, while leaving
room for avenues for further research.
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A. Appendix

A.1. Instructions

Pretest

English Version

Page 1:
Welcome
Dear Participants,
thank you for participating in this brief survey, which will take approximately 5 to 10 min-
utes to complete. Every twelfth participant will receive a $25 Amazon gift card at the end
of the study. Your answers in this study will not affect the later drawing.
On the following page, we will first tell you what this study is about. Then we ask you
for your opinion on the mechanisms presented. Finally, we will ask you for some general
information about yourself.

Page 2:
What is it about?
Imagine the following situation:
A group of six people must be divided into three decision-makers and three recipients. Then
the decision-makers have to divide a certain amount of money between themselves and the
recipients. The following Figure A.1 is intended to illustrate the situation:

Figure A.1.: Schematic Procedure
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On the following pages, four different group-building mechanisms are presented to you one
after the other, each of which divides the six people into the two groups of decision-makers
and recipients. We are interested in the extent to which the presented mechanisms lead to a
justified division into decision-makers and recipients, i.e., to what extent the three decision-
makers are legitimized to be allowed to make the subsequent decision. For this purpose, a
scale is displayed on each page, on which we ask you to give your assessment.
Even though this is a hypothetical situation, please answer as truthfully as possible.

The four mechanisms appear in random order.

Page 3:
Mechanism 1 of 4: Final grade
Each participant reports his final grade. The three participants with the relatively better final
grades are then assigned to the group of decision-makers, while the other three participants
become recipients.
In your opinion, how justified is the final grade as a group-building mechanism?
A value of 1 means “not at all justified” and a value of 7 means “fully justified”. You can
use the values in between to grade your assessment.

Page 4:
Mechanism 2 of 4: Randomness
In random assignment, participants are randomly selected for the two groups of decision-
makers and recipients. This means that each participant has an equal chance of being selected
for one group or the other. Think of it as flipping a coin with a 50% chance of heads and
a 50% chance of tails. Those for whom the coin came up tails, for example, are considered
decision-makers, and those for whom the coin came up heads are considered recipients.
In your opinion, how justified is the random division into decision-makers and recipients?
A value of 1 means “not at all justified” and a value of 7 means “fully justified”. You can
use the values in between to grade your assessment.

Page 5:
Mechanism 3 of 4: Picture puzzle
The puzzle consists of 15 rounds. In each round, a picture with nine fields is presented,
one of which is empty. Eight possible pictures are presented for this empty square, and the
participant must choose the one that logically matches the other eight pictures. For each
round, participants have one minute to make a choice.
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Here is an example of a round of the picture puzzle: Which of the following 8 pictures goes
with the missing place in the box?

The participants are selected for the two groups according to the number of correctly solved
picture problems. That is, the three participants who chose the most pictures correctly are
assigned to the decision-makers, and the others are assigned to the recipients.
How justified do you think the picture puzzle is as a group-building mechanism?
A value of 1 means “not at all justified” and a value of 7 means “fully justified”. You can
use the values in between to grade your assessment.

Page 6:
Mechanism 4 of 4: Slider
This mechanism consists of sliders that have values from 0 to 100 and are set to randomly
selected numbers. Participants should use the mouse to move the slider to the specified
position (23 or 10 in the example).
Here is an example of what the slider looks like:
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Participants have a total of two minutes to set as many sliders correctly as possible. They
are then divided into two groups, decision-makers and recipients, according to the number
of sliders they set correctly. This means that the three participants who set the most sliders
correctly are the decision-makers, and the other three are the recipients.
How justified do you think the slider is for dividing into decision-makers and recipients?
A value of 1 means “not at all justified” and a value of 7 means “fully justified”. You can
use the values in between to grade your assessment.

Page 7:
Goodbye
Thank you for participating! You are now automatically entered into the Amazon gift card
drawing and will be notified if you win.
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German Version

Page 1:
Herzlich Willkommen
Liebe Teilnehmenden,
vielen Dank für Ihre Teilnahme an dieser kurzen Studie, welche ca. 5 bis 10 Minuten
dauern wird. Jeder zwölfte Teilnehmende erhält bei Abschluss dieser Studie einen Amazon-
Gutschein im Wert von 25 Euro. Ihre Antworten in dieser Studie haben dabei keinen Einfluss
auf die spätere Verlosung.
Auf der folgenden Seite werden wir Ihnen zunächst vorstellen, worum es in dieser Studie
geht. Anschließend bitten wir Sie, Ihre Einschätzung zu den dann vorgestellten Mechanis-
men abzugeben. Zum Schluss fragen wir Sie noch nach ein paar allgemeinen Angaben zu
Ihrer Person.

Page 2:
Worum geht es?
Stellen Sie sich bitte folgende Situation vor:
Eine Gruppe von sechs Personen soll in drei Entscheider und drei Empfänger unterteilt wer-
den. Die Entscheider dürfen anschließend einen gewissen Geldbetrag zwischen sich selbst und
den Empfängern aufteilen. Die folgende Grafik A.2 soll Ihnen die Situation verdeutlichen:

Figure A.2.: Schematischer Ablauf

Auf den folgenden Seiten werden Ihnen nacheinander vier verschiedene Auswahlmechanismen
vorgestellt, die die sechs Personen jeweils auf unterschiedliche Art auf die zwei Gruppen
Entscheider und Empfänger aufteilen. Für uns ist dabei von Interesse, inwieweit der dort
jeweils vorgestellte Auswahlmechanismus zu einer gerechtfertigten Einteilung in Entscheider
und Empfänger fährt, also inwieweit die drei Entscheider legitimiert sind, die anschließende
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Entscheidung treffen zu dürfen. Auf jeder Seite wird dafür eine Skala eingeblendet, auf der
wir Sie bitten Ihre Einschätzung abzugeben.
Auch wenn es sich hierbei um eine hypothetische Situation handelt, bitten wir Sie, so
wahrheitsgemäß wie möglich zu antworten.

Die vier Mechanismen wurden in randomisierter Reihenfolge angezeigt.

Page 3:
Mechanismus 1 von 4: Abitur- bzw. Abschlussnote
Jeder Teilnehmende gibt seine Abitur- bzw. Abschlussnote an. Die drei Teilnehmenden mit
den relativ besseren Abschlussnoten werden dann der Gruppe der Entscheider zugeordnet,
die anderen drei Teilnehmenden werden Empfänger.
Wie gerechtfertigt ist Ihrer Meinung nach die Abitur- bzw. Abschlussnote als Auswahlmech-
anismus?
Der Wert 1 bedeutet “ganz und gar nicht gerechtfertigt” und der Wert 7 “voll und ganz
gerechtfertigt”. Mit den Werten dazwischen können Sie Ihre Einschätzung abstufen.

Page 4:
Mechanismus 2 von 4: Zufall
Bei der zufälligen Einteilung werden die Teilnehmenden per Zufallsentscheid für die beiden
Gruppen Entscheider und Empfänger ausgewählt. Das heißt, jeder Teilnehmende hat die
gleiche Wahrscheinlichkeit für die eine oder andere Gruppe ausgewählt zu werden. Stellen
Sie sich das wie das Werfen einer Münze vor, bei der mit 50% Wahrscheinlichkeit Kopf
und mit 50% Wahrscheinlichkeit Zahl erscheint. Diejenigen bei denen die Münze dann
beispielsweise Zahl angezeigt hat, werden den Entscheidern und diejenigen mit Kopf den
Empfängern zugeordnet.
Wie gerechtfertigt ist Ihrer Meinung nach die zufällige Einteilung in Entscheider und Empfänger?
Der Wert 1 bedeutet “ganz und gar nicht gerechtfertigt” und der Wert 7 “voll und ganz
gerechtfertigt”. Mit den Werten dazwischen können Sie Ihre Einschätzung abstufen.

Page 5:
Mechanismus 3 von 4: Bilderrätsel
Das Bilderrätsel besteht aus 15 Runden. Dabei wird in jeder Runde ein Bild mit neun
Feldern präsentiert, wovon eines leer ist. Für dieses leere Feld stehen acht mögliche Bilder
zur Verfügung, aus denen dasjenige ausgewählt werden soll, welches logisch zu den anderen
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acht Bildern passt. Für jede Runde bekommen die Teilnehmenden eine Minute Zeit, um eine
Wahl zu treffen.
Hier ein Beispiel wie eine Runde des Bilderrätsels aussieht: Welches der folgenden 8 Bilder
gehört an die fehlende Stelle im Kasten?

Die Teilnehmenden werden anschließend nach Anzahl der richtig gelösten Bilderaufgaben
für die zwei Gruppen ausgewählt. Das heißt, die drei Teilnehmenden, die relativ am meis-
ten Bildern richtig erkannt haben, werden den Entscheidern zugeordnet, die anderen den
Empfängern.
Wie gerechtfertigt ist Ihrer Meinung nach das Bilderrätsel als Auswahlmechanismus?
Der Wert 1 bedeutet “ganz und gar nicht gerechtfertigt” und der Wert 7 “voll und ganz
gerechtfertigt”. Mit den Werten dazwischen können Sie Ihre Einschätzung abstufen.

Page 6:
Mechanismus 4 von 4: Schieberegler
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Bei diesem Mechanismus ist ein Schieberegler vorgegeben, welcher Werte von 0 bis 100
aufweist und auf einer zufällig eingestellten Zahl steht. Die Teilnehmenden sollen dann mit
der Maus die angegebene Position des Schiebereglers (im Beispiel 23 bzw. 10) einstellen.
Hier ein Beispiel wie der Schieberegler aussieht:

Insgesamt stehen den Teilnehmenden zwei Minuten Zeit zur Verfügung, um so viele Schiebere-
gler wie möglich richtig einzustellen. Die Teilnehmenden werden dann nach der Anzahl der
richtig eingestellten Schieberegler für die zwei Gruppen Entscheider und Empfänger aus-
gewählt. Das heißt, die drei Teilnehmenden, die am meisten Schieberegler richtig eingestellt
haben, sind Entscheider, die anderen drei Empfänger.
Wie gerechtfertigt ist Ihrer Meinung nach der Schieberegler zur Einteilung in Entscheider
und Empfänger?
Der Wert 1 bedeutet “ganz und gar nicht gerechtfertigt” und der Wert 7 “voll und ganz
gerechtfertigt”. Mit den Werten dazwischen können Sie Ihre Einschätzung abstufen.

Page 7:
Verabschiedung
Vielen Dank für Ihre Teilnahme! Sie nehmen nun automatisch an der Verlosung der Amazon-
Gutscheine teil und werden bei einem Gewinn informiert.
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Main experiment

English Version

General explanations for the participants
Welcome to the experiment. If you read the instructions carefully and follow the rules, you
can earn money in this experiment. You will receive 6 euros as a fixed payout. Depend-
ing on your decisions and the decisions of the other participants, you can earn additional
money. The money will be paid to you in cash immediately afterwards. During the experi-
ment we do not speak of euros, but of points. These are converted according to the following
exchange rate:

1 point = 1 euro

Talking to other participants is not allowed during the entire experiment. If you have
any questions, please direct them only to us. We will be happy to answer your questions
individually. It is very important that you follow this rule. Otherwise, the results of this
experiment will be scientifically worthless.
This experiment consists of 2 parts, both parts will be explained one after the other. The
experiment should take 60 to 75 minutes to complete. The first part of the experiment is
explained below.

Detailed information about the first part of the experiment
The first part of the experiment is about the distribution of 10 points between two partici-
pants A and B. While participant A decides about the distribution of the points, participant
B has the possibility to take points away from participant A.
You will first take the role of participant A and then the role of participant B. This means
that you will first have the opportunity to determine the distribution of points and then to
distribute the deduction points.

Your task as “Participant A”:
First, you are participant A and you choose how the 10 points will be divided between you
and a random other participant B. You have to choose between two possible allocations:
allocation 1 (5; 5), where you (participant A) and participant B each get 5 points, and
allocation 2 (9; 1), where you (participant A) get 9 points and participant B gets 1 point.
In Figure A.3 you see your decision screen as participant A.
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Figure A.3.: Decision Screen as Participant A

Your task as “Participant B”:
Afterwards you decide as participant B. Since you are now in the position of participant B,
you can assign deduction points to participant A. In Figure A.4 you can see the two possible
allocations 1 and 2, where you can assign up to 5 deduction points to participant A for each
allocation.

Figure A.4.: Decision Screen as Participant B

Deducting points has a cost. If you want to deduct points from participant A, you must
give up 1 point to be able to deduct up to 5 points. Any integer number of points be-
tween 0 and 5 points can be deducted for both possible choices. Once at least 1 point is
subtracted, the cost is 1 point. So the cost of subtracting points is always 1 point, regardless
of the number of points subtracted.

Your payout from part 1:
After you have made your decision as participant A and participant B, you will be randomly
assigned to another participant in the experiment. Both of you will then be randomly as-
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signed a role, either participant A or participant B, and your decision in that role will be
selected as relevant for payout.

Your payout as “Participant A”
If you are selected as participant A, you will receive the number of points you kept for your-
self minus the number of points deducted by your assigned participant B. For example, if
you selected allocation 1 (5; 5) and participant B deducted 2 points from your allocation,
you would receive 5 points - 2 points = 3 points.

Your payout as “Participant B”
If you are selected as participant B, you will receive the number of points that participant A
has assigned to you, minus 1 point if you have assigned deductions for that assignment. That
is, if contestant A chose allocation 1 (5; 5) and you gave away 2 points for that allocation,
you will receive 5 points - 1 point = 4 points. If you did not deduct any points for allocation
1 (5; 5), you do not incur a cost of 1 point, regardless of whether and how many points you
deducted for allocation 2 (9; 1).

You will know your payout from this part of the experiment at the end of the entire exper-
iment. Before we proceed with the second part of the experiment, we will ask you to give
us your high school graduation grade. Then we will give you the instructions for the second
part of the experiment.

If you have any questions, raise your hand outside the cabin and wait quietly
until someone comes to you.

Thank you for your participation and have fun with the experiment.
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Instructions part 2

Instructions for the second part of the experiment

Your payout from the first part of the experiment is now fixed and will be sent to you at the
end of the experiment. The following second part of the experiment has no effect on your
payout from the first part. You will now receive the instructions for the second part of
the experiment.

Role assignment in part 2:
At the beginning of the second part, you will be assigned to a role of participant A or par-
ticipant B randomly [based on your final grade. Those with the relatively higher grades will
be assigned to participant A and the others to participant B.] This role assignment will be
maintained throughout the second part of the experiment.

Part 2 of the experiment consists of a total of 6 rounds. At the beginning of each new round,
you will be randomly and anonymously divided into groups with other participants A and
B who are also taking part in this experiment. Each group consists of three participants
A (A1, A2, and A3) and three participants B (B1, B2, and B3). Thus, you will always be
paired with two other participants in your role and three other participants in the other role.
All participants remain anonymous, as do you. After each round, the groups are rearranged,
with each participant keeping his or her role A or B. However, you will be grouped with
different participants A and B than in the previous round.

The decision-making situation:
The second part of the experiment consists of two stages. In stage 1, the three participants
A of a group decide sequentially how to divide 30 points between the three participants A
and the three participants B within their group. Participants A must choose between two
possible allocations of points:

• Allocation 1 (5, 5, 5; 5, 5, 5): Participant A and participant B receive 5 points
each.

• Allocation 2 (9, 9, 9; 1, 1, 1): The three participants A receive 9 points each and
the three participants B receive 1 point each.
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The allocation that receives the majority of votes from participant A will be implemented.
Then, in stage 2, participants B will have the opportunity to assign deduction points to the
three participants A.

Stage 1 - Allocation decision:
At the beginning of each new round, participants A learn the position (A1, A2 or A3)
to which they have been assigned for that round. It is possible to get the same position
several times, even consecutively. However, the group composition changes with each new
round. The participants A vote sequentially on the allocation, whereby the allocation 1
(5, 5, 5; 5, 5, 5) [2 (9, 9, 9; 1, 1, 1)] is already preselected. Each participant A then has 30
seconds to choose one of the two allocations.

The decision as “Participant A1”:
The first participant to make a decision is participant A1, who has 30 seconds to select an
allocation and click the ‘next button’. If contestant A1 has not clicked the ‘next button’
before the time expires, the marked allocation will be scored.

Figure A.5.: Decision Screen of Participant A1

The decision as “Participant A2”:
Participant A, who makes the second decision, is participant A2. Participant A2 is shown
how participant A1 decided before making his own decision. Again, an allocation is prese-
lected and participant A2’s decision screen is displayed for 30 seconds.
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The decision as “Participant A3”:
Participant A, who makes the third decision, becomes participant A3. Participant A3 is
shown how participants A1 and A2 have decided before being given 30 seconds to make his
own decision.

The distribution for which at least two of the three participants A decide is imple-
mented for that round. The voting result is therefore fixed as soon as two participants A
have chosen the same distribution.

The decision as “Participant B”:
While participants A make their decisions one by one, we would like to know from partici-
pants B which division they think participants A1, A2 and A3 will choose. For this purpose,
participants B are assigned to one of the three positions B1, B2 and B3 in each new round.
They then go through the decision situation one by one, just like participants A, and have
30 seconds to state their expected distribution. This means that participant B1 states his
expectations first, followed by participant B2, who is shown the expectation stated by par-
ticipant B1. After that, participant B3 states his expected distribution, while being shown
the expectations of participants B1 and B2. (see Figure A.6).

Figure A.6.: Decision Screen of Participant B3

Stage 2 – Distribution of deduction points:
After participants A have determined their allocation and participants B have stated their
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expectations, the next step is for participants B to distribute their deduction points.

The decisions of participants B:
Participant B learns the allocation that has been made and how each participant A has
decided. Each participant B then has the opportunity to deduct points from the payouts
of participants A1, A2 and A3.
Deducting points has a cost, as in part 1 of the experiment: If participant B wants to deduct
points from participant A, he must give up 1 point in order to be able to deduct up to 7
points from participant A in his group. Any integer number of points between 0 and
7 points can be deducted. Once at least 1 point has been deducted, the participant B
who deducted the points has a cost of 1 point. The cost of deducting points is therefore
always 1 point, regardless of the number of points deducted. For example, if participant
B wants to deduct 7 points from participant A3, participant A3’s payout is reduced by 7
points and participant B’s payout is reduced by 1 point.

The only restriction on the deduction of points is that no more than a total
of 7 points can be deducted and that no more points can be deducted from a
participant A than he has received in the implemented allocation. If the allocation
is 1 (5, 5, 5; 5, 5, 5), a total of up to 7 points can be deducted, but no participant A can be
deducted more than 5 points.

At the end of the six rounds, one round is randomly selected as relevant to the payout. In
each group, a participant B is then randomly selected and only the deduction points
of this one randomly selected participant B are converted. In each group, therefore, only
this one participant B incurs a cost of 1 point in this one round (if he deducts
points).
Since you do not know which round will be selected for payout and whether you will be
drawn, the deduction points you distribute in each of the 6 rounds may determine the pay-
outs at the end of the experiment.

The decision as “Participant A”:
While participants B are assigning their deduction points, we want to know from participants
A how many deduction points they expect to receive. Thus, as participant A, you will see
which allocation was chosen by participants A1, A2, A3 within your group, and you must
indicate how many deduction points you think participant A will receive for the decision he
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made.

Your payoff from part 2 of the experiment:
After the 6th round you will see which round and which anonymous participant B was chosen
as relevant for the payout. You will also see which distribution was chosen by the majority
in the payout relevant round and if and how many deduction points were distributed by the
randomly chosen participant B.

Your payout as “Participant A”:
As participant A, your payout will be equal to your allocation minus the deduction points
of the randomly selected participant B. For example, if the majority of your group chose
allocation 1 (5, 5, 5; 5, 5, 5), and the selected participant B distributed 1 deduction point to
each participant A, you as participant A will receive 5 points minus 1 deduction point,
so 4 points from part 2.

Your payout as “Participant B”:
As a participant B, your payout will be equal to your assigned allocation minus one point if
you are selected to distribute deductions.
If the majority of participants A in your group chose allocation 1 (5, 5, 5; 5, 5, 5), you will
receive 5 points. If you are also participant B, who is allowed to assign deduction points,
and you have done so, you will be deducted 1 point. So you get 5 points minus 1 point
(cost of the deduction points), i.e. 4 points from part 2.

After the second part, the actual experiment is over. We will ask you to answer the following
questionnaire. You will then receive your payout. Please remain seated until we call your
cubicle number.

If you have any questions, please raise your hand outside the booth and wait
quietly until someone comes to you. If you have no questions, you will be given

the password to start the second part of the experiment.
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German Version

Instruktionen Teil 1

Allgemeine Erklärungen für die Teilnehmer
Willkommen zum Experiment. Wenn Sie die Instruktionen aufmerksam lesen und alle Regeln
beachten, können Sie in diesem Experiment Geld verdienen. Sie erhalten 6 Euro als feste
Auszahlung. Abhängig von Ihren Entscheidungen und den Entscheidungen anderer Teil-
nehmer können Sie zusätzlich Geld verdienen. Das Geld wird im Anschluss sofort in
bar an Sie ausbezahlt. Während des Experiments sprechen wir nicht von Euro, sondern von
Punkten. Diese werden gemäß folgendem Wechselkurs umgerechnet:

1 Punkt = 1 Euro

Während des gesamten Experiments ist das Sprechen mit anderen Teilnehmern nicht erlaubt.
Wenn Sie Fragen haben, richten Sie diese bitte ausschließlich an uns. Wir beantworten Ihre
Fragen gerne individuell. Die Einhaltung dieser Regel ist sehr wichtig. Andernfalls sind die
Ergebnisse dieses Experiments wissenschaftlich wertlos.
Dieses Experiment besteht aus 2 Teilen, wobei beide Teile nacheinander einzeln erläutert
werden. Das Experiment wird voraussichtlich 60 bis 75 Minuten dauern. Im Folgenden wird
Ihnen nun der erste Teil des Experiments erläutert.

Detaillierte Informationen zum 1. Teil des Experiments
Im ersten Teil des Experiments geht es um die Aufteilung von 10 Punkten zwischen zwei
Teilnehmern A und B. Teilnehmer A entscheidet dabei über die Aufteilung der Punkte, Teil-
nehmer B hat daran anschließend die Möglichkeit Teilnehmer A Punkte abzuziehen.
Sie werden zunächst die Rolle von Teilnehmer A einnehmen und danach die Rolle von Teil-
nehmer B. Das heißt, Sie haben zuerst die Möglichkeit die Aufteilung der Punkte zu bestim-
men und anschließend Abzugspunkte zu verteilen.

Ihre Aufgabe als „Teilnehmer A“:
Zunächst sollen Sie als Teilnehmer A wählen, wie die 10 Punkte zwischen Ihnen und einem
zufälligen anderen Teilnehmer B aufgeteilt werden sollen. Dabei haben Sie die Wahl zwis-
chen zwei möglichen Aufteilungen: Aufteilung 1 (5; 5), bei der Sie selbst und der andere
Teilnehmer B jeweils 5 Punkte erhalten, und Aufteilung 2 (9; 1), bei der Sie selbst 9
Punkte erhalten und der andere Teilnehmer B 1 Punkt. In Abbildung A.7 sehen Sie Ihren
Entscheidungsbildschirm als Teilnehmer A.
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Figure A.7.: Entscheidungsbildschirm als Teilnehmer A

Ihre Aufgabe als „Teilnehmer B“:
Anschließend treffen Sie eine Entscheidung als Teilnehmer B. Dabei dürfen Sie Abzugspunkte
an Teilnehmer A für beide mögliche Aufteilungen verteilen. Ihnen stehen hierfür jeweils bis
zu 5 Abzugspunkte zur Verfügung. Das heißt, Sie können sowohl bei Aufteilung 1 wie auch
bei Aufteilung 2 bis zu 5 Abzugspunkte an Teilnehmer A verteilen (siehe Abbildung A.8).

Figure A.8.: Entscheidungsbildschirm als Teilnehmer B

Das Abziehen von Punkten ist mit Kosten verbunden: Wenn Sie dem Teilnehmer A Punkte
abziehen möchte, müssen Sie dafür 1 Punkt aufgeben, um bis zu 5 Punkte abziehen zu kön-
nen. Es kann bei beiden möglichen Aufteilungen jede beliebige ganze Punktzahl zwis-
chen 0 und 5 Punkten abgezogen werden. Sobald mindestens 1 Punkt abgezogen wird,
entstehen die Kosten in Höhe von 1 Punkt. Die Kosten, um Punkte abzuziehen, betragen
also immer 1 Punkt, unabhängig von der Anzahl abgezogener Punkte.

Ihre Auszahlung aus Teil 1:
Nachdem Sie Ihre Entscheidung als Teilnehmer A und B getroffen haben, wird Ihnen ein an-
derer Teilnehmer des Experiments zufällig zugeordnet. Ihnen beiden wird dann eine Rolle,
entweder Teilnehmer A oder Teilnehmer B, zufällig zugeordnet und Ihre in der entsprechen-
den Rolle getroffene Entscheidung als auszahlungsrelevant ausgewählt.
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Ihre Auszahlung als „Teilnehmer A“
Sollten Sie als Teilnehmer A ausgewählt werden, erhalten Sie die Anzahl an Punkten, die Sie
für sich selbst behalten haben, abzüglich der Abzugspunkte des Ihnen zugeteilten Teilnehmer
B. Das heißt, sollten Sie die Aufteilung 1 (5; 5) gewählt haben und der Ihnen zugeloste Teil-
nehmer B 2 Abzugspunkte für diese Aufteilung verteilt haben, erhalten Sie 5 Punkte – 2
Punkte = 3 Punkte.

Ihre Auszahlung als „Teilnehmer B“
Sollten Sie als Teilnehmer B ausgewählt werden, erhalten Sie die Anzahl an Punkten, die Ih-
nen Teilnehmer A zugeteilt hat, abzüglich 1 Punkt, wenn Sie für die entsprechende Aufteilung
Abzugspunkte verteilt haben. Das heißt, sollte Teilnehmer A die Aufteilung 1 (5; 5) gewählt
haben und Sie für diese Aufteilung 2 Abzugspunkte verteilt haben, erhalten Sie 5 Punkte
- 1 Punkt = 4 Punkte. Sollten Sie bei der Aufteilung 1 (5; 5) keine Abzugspunkte verteilt
haben, fallen auch keine Kosten von 1 Punkt an, unabhängig davon, ob und wie viele Punkte
Sie bei der Aufteilung 2 (9; 1) abgezogen haben.

Ihre Auszahlung aus diesem Teil des Experiments erfahren Sie am Ende des gesamten Ex-
periments. Bevor es dann mit dem zweiten Teil des Experiments weiter geht, bitten wir
Sie Ihre Abitur- bzw. Abschlussnote, also die Note Ihres höchsten allgemeinbildenden
Schul-abschlusses, anzugeben. Anschließend teilen wir Ihnen dann die Instruktionen für
den zweiten Teil des Experiments aus.

Falls Sie nun noch Fragen haben, heben Sie die Hand aus der Kabine und
warten Sie ruhig, bis jemand zu Ihnen kommt.

Vielen Dank schon mal für Ihre Teilnahme und viel Spaß im Experiment.

245



Instruktionen Teil 2

Instruktionen zum zweiten Teil des Experiments

Ihre Auszahlung aus dem ersten Teil des Experiments steht nun fest und wird Ihnen am Ende
des Experiments mitgeteilt. Der folgende zweite Teil des Experiments hat keine Auswirkung
auf Ihre Auszahlung aus dem ersten Teil. Sie erhalten nun die Instruktionen zum zweiten
Teil des Experiments.

Rolleneinteilung in Teil 2:
Zu Beginn des zweiten Teils werden Sie zufällig [aufgrund Ihrer Abitur- bzw. Abschlussnote]
einer Rolle Teilnehmer A oder Teilnehmer B zugeordnet. [Diejenigen, mit den relativ
besseren Noten, werden den Teilnehmern A und die anderen den Teilnehmern B zugeordnet.]
Diese Rolleneinteilung bleibt dann im kompletten zweiten Teil des Experiments bestehen und
ist unabhängig der Rolle, die Ihnen im ersten Teil des Experiments zugeordnet wurde.
Teil 2 des Experiments wird über insgesamt 6 Runden gespielt. Zu Beginn jeder neuen
Runde werden Sie mit anderen Teilnehmern A und B, die auch an diesem Experiment teil-
nehmen, zufällig und anonym in Gruppen eingeteilt. Jede Gruppe besteht dabei aus drei
Teilnehmern A (A1, A2 und A3) und drei Teilnehmern B (B1, B2 und B3). Ihnen sind somit
immer zwei andere Teilnehmer Ihrer Rolle und drei Teilnehmer der anderen Rolle zugeord-
net. Alle Teilnehmer bleiben, wie Sie auch, anonym. Nach jeder Runde werden die Gruppen
neu zusammengesetzt, wobei jeder Teilnehmer seine Rolle A oder B beibehält. Sie werden
allerdings mit anderen Teilnehmern A und B gruppiert als in der vorherigen Runde.

Die Entscheidungssituation:
Der zweite Teil des Experiments besteht aus zwei Stufen. In Stufe 1 entscheiden die drei
Teilnehmer A einer Gruppe nacheinander, wie 30 Punkte zwischen den drei Teilnehmern A
und den drei Teilnehmern B innerhalb Ihrer Gruppe aufgeteilt werden sollen. Die Teilnehmer
A müssen sich dabei zwischen zwei möglichen Aufteilungen entscheiden:

• Aufteilung 1 (5, 5, 5; 5, 5, 5): Die Teilnehmer A und die Teilnehmer B bekommen
jeweils 5 Punkte.

• Aufteilung 2 (9, 9, 9; 1, 1, 1): Die drei Teilnehmer A bekommen jeweils 9 Punkte
und die drei Teilnehmer B bekommen jeweils 1 Punkt.
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Die Aufteilung, welche die Mehrheit der Stimmen der Teilnehmer A bekommt, wird umge-
setzt. Anschließend haben die Teilnehmer B in Stufe 2 die Möglichkeit Abzugspunkte an
die drei Teilnehmer A zu verteilen.

Stufe 1 - Entscheidung über die Aufteilung:
Zu Beginn jeder neuen Runde erfahren die Teilnehmer A zunächst welche Position (A1,
A2 oder A3) sie in der jeweiligen Runde zugeteilt bekommen haben. Dabei ist es möglich
dieselbe Position mehrmals, auch nacheinander, zu bekommen. Die Gruppenzusammenset-
zung ändert sich jedoch mit jeder neuen Runde.
Die Teilnehmer A stimmen nacheinander über die Aufteilung ab, wobei Aufteilung 1 (5, 5,
5; 5, 5, 5) [2 (9, 9, 9; 1, 1, 1)] voreingestellt, also bereits ausgewählt, ist. Die Teilnehmer A
haben dann jeweils 30 Sekunden Zeit, um sich für eine der beiden Aufteilungen zu entschei-
den.

Die Entscheidung als „Teilnehmer A1“:
Der Teilnehmer A, der zuerst entscheidet, ist Teilnehmer A1 und hat 30 Sekunden Zeit, eine
Aufteilung zu wählen und auf „weiter“ zu klicken. Sollte Teilnehmer A1 vor Ablauf der Zeit
nicht „weiter“ geklickt haben, wird die dann markierte Aufteilung gewertet.

Figure A.9.: Entscheidungsbildschirm des Teilnehmers A1

Die Entscheidung als „Teilnehmer A2“:
Der Teilnehmer A, der als zweites entscheidet, ist Teilnehmer A2. Teilnehmer A2 bekommt
angezeigt, wie sich Teilnehmer A1 entschieden hat, bevor er seine eigene Entscheidung trifft.
Auch hier ist wieder eine Aufteilung voreingestellt und der Entscheidungsbildschirm von
Teilnehmer A2 wird für 30 Sekunden angezeigt.

Die Entscheidung als „Teilnehmer A3“:
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Der Teilnehmer A, der als drittes entscheidet, ist Teilnehmer A3. Teilnehmer A3 bekommt
dabei angezeigt, wie sich Teilnehmer A1 und A2 entschieden haben, bevor er 30 Sekunden
Zeit hat seine eigene Entscheidung zutreffen.

Die Aufteilung, für die sich mindestens zwei der drei Teilnehmer A entscheiden,
wird für die jeweilige Runde umgesetzt. Das Abstimmungsergebnis steht also fest, sobald
sich zwei Teilnehmer A für dieselbe Aufteilung entschieden haben.

Die Entscheidung als „Teilnehmer B“:
Während die Teilnehmer A nacheinander ihre Entscheidung treffen, möchten wir von den
Teilnehmern B wissen, welche Aufteilung Ihrer Meinung nach jeweils von den Teilnehmern
A1, A2 und A3 gewählt wird. Dafür werden den Teilnehmern B in jeder neuen Runde eine der
drei Positionen B1, B2 und B3 zugelost. Sie durchlaufen dann ebenso wie die Teilnehmer A
nacheinander die Entscheidungssituation und haben jeweils 30 Sekunden Zeit, ihre erwartete
Aufteilung anzugeben. Das heißt, Teilnehmer B1 gibt als erstes seine Erwartungen an,
dann folgt Teilnehmer B2, welcher angezeigt bekommt, welche Erwartung Teilnehmer B1
angegeben hat. Anschließend gibt Teilnehmer B3 an, welche Aufteilung er erwartet, wobei
er die Erwartungen des Teilnehmers B1 und B2 angezeigt bekommt (siehe Abbildung A.10).

Figure A.10.: Entscheidungsbildschirm von Teilnehmer B3

Stufe 2 - Verteilen von Abzugsunkten:
Nachdem die Aufteilung von den Teilnehmern A bestimmt wurde und die Teilnehmer B Ihre
Erwartungen angegeben haben, folgt im nächsten Schritt das Verteilen von Abzugspunkten
durch die Teilnehmer B.

Die Entscheidungen der Teilnehmer B:
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Die Teilnehmer B erfahren das Ergebnis der Abstimmung und wie sich jeder einzelne Teil-
nehmer A entschieden hat. Jeder Teilnehmer B hat dann die Möglichkeit, den Teil-
nehmern A1, A2 und A3 Punkte von deren Auszahlung abzuziehen (siehe Abbildung A.11).

Figure A.11.: Entscheidungsbildschirm als Teilnehmer B – Punkteabzug

Das Abziehen von Punkten ist, wie in Teil 1 des Experiments, mit Kosten verbunden: Wenn
der Teilnehmer B den Teilnehmern A Punkte abziehen möchte, muss er 1 Punkt aufgeben,
um den Teilnehmern A seiner Gruppe bis zu 7 Punkte abziehen zu können. Es kann jede
beliebige ganze Punktzahl zwischen 0 und 7 Punkten abgezogen werden. Sobald
mindestens einem Teilnehmer A mindestens 1 Punkt abgezogen wird, hat der Teilnehmer
B, der Punkte abzieht, Kosten in Höhe von 1 Punkt. Die Kosten, um Punkte abzuziehen
betragen also immer 1 Punkt, unabhängig von der Anzahl abgezogener Punkte. Wenn ein
Teilnehmer B dem Teilnehmer A3 beispielsweise 7 Punkte abziehen möchte, so reduziert sich
die Auszahlung des Teilnehmers A3 um 7 Punkte und die Auszahlung des Teilnehmers B
um 1 Punkt.
Die einzigen Beschränkungen beim Punkteabzug sind, dass nie mehr als insge-
samt 7 Punkte abgezogen werden können und dass einem Teilnehmer A nie mehr
Punkte abgezogen werden können, als dieser bei der mehrheitlich gewählten
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Aufteilung bekommen hat. Wenn also die Aufteilung 1 (5, 5, 5; 5, 5, 5) resultiert, dann
können insgesamt bis zu 7 Punkte, jedoch keinem Teilnehmer A mehr als 5 Punkte abgezo-
gen werden.

Am Ende der sechs Runden wird eine zufällige Runde als auszahlungsrelevant ausgewählt. In
jeder Gruppe wird dann ein Teilnehmer B zufällig ausgewählt und nur die Abzugspunkte
dieses einen zufällig ausgewählten Teilnehmers B werden dann umgesetzt. In jeder Gruppe
entstehen also nur diesem einen Teilnehmer B in dieser einen Runde Kosten in
Höhe von 1 Punkt (sofern er Punkte abzieht).
Da Sie nicht wissen, welche Runde als auszahlungsrelevant ausgewählt wird und ob Sie aus-
gelost werden, können Ihre verteilten Abzugspunkte in jeder der 6 Runden für die Auszahlun-
gen am Ende des Experiments bestimmend sein.

Die Entscheidung als „Teilnehmer A“:
Während die Teilnehmer B ihre Abzugspunkte verteilen, möchten wir von den Teilnehmern
A wissen, wie viele Abzugspunkte sie erwarten zu bekommen. Das heißt, als Teilnehmer
A sehen Sie, welche Aufteilung von den Teilnehmern A1, A2, A3 innerhalb Ihrer Gruppe
jeweils gewählt wurden und haben dann die Möglichkeit anzugeben, wie viele Abzugspunkte,
Ihrer Meinung nach, der jeweilige Teilnehmer A für die jeweils getroffene Entscheidung erhält.

Ihre Auszahlung aus Teil 2 des Experiments:
Nach der 6. Runde sehen Sie, welche Runde und welcher anonyme Teilnehmer B als
auszahlungsrelevant ausgewählt wurde. Außerdem wird Ihnen angezeigt, welche Aufteilung
in der auszahlungsrelevanten Runde mehrheitlich gewählt wurde, und ob und wie viele
Abzugspunkte vom zufällig ausgewählten Teilnehmer B verteilt wurden.

Auszahlung als „Teilnehmer A“:
Als Teilnehmer A setzt sich Ihre Auszahlung aus der mehrheitlich gewählten Aufteilung,
abzüglich der Abzugspunkte des zufällig ausgewählten Teilnehmers B, zusammen. Sollten
Sie in Ihrer Gruppe beispielsweise mehrheitlich Aufteilung 1 (5, 5, 5; 5, 5, 5) gewählt haben
und der ausgewählte Teilnehmer B an jeden Teilnehmer A 1 Abzugspunkt verteilt haben,
erhalten Sie als Teilnehmer A 5 Punkte abzüglich 1 Abzugspunkt, also 4 Punkte aus
Teil 2.

Auszahlung als „Teilnehmer B“:
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Als Teilnehmer B setzt sich Ihre Auszahlung aus der mehrheitlich gewählten Aufteilung,
abzüglich eines Punktes, falls Sie zur Verteilung von Abzugspunkten ausgewählt wurden,
zusammen.
Sollten sich die Teilnehmer A in Ihrer Gruppe mehrheitlich für Aufteilung 1 (5, 5, 5; 5, 5, 5)
entschieden haben, erhalten Sie 5 Punkte. Wenn Sie weiterhin derjenige Teilnehmer B sind,
der Abzugspunkte verteilen darf und dieses auch gemacht haben, wird Ihnen zusätzlich 1
Punkt abgezogen. Sie bekommen also 5 Punkte abzüglich 1 Punkt (Kosten für die
Abzugspunkte), also 4 Punkte aus Teil 2.

Nach diesem zweiten Teil ist das eigentliche Experiment zu Ende. Wir bitten Sie den
anschließenden Fragebogen zu beantworten. Danach erhalten Sie Ihre Auszahlung. Bitte
bleiben Sie sitzen, bis wir Ihre Kabinennummer aufrufen.

Falls Sie nun noch Fragen haben, heben Sie die Hand aus der Kabine und
warten Sie ruhig, bis jemand zu Ihnen kommt. Wenn Sie keine Fragen haben

erhalten Sie nun das Passwort, um den zweiten Teil des Experiments zu
starten.
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A.2. Pretest

Table A.1.: Margins of tobit Regression - Pretest

Model Mechanism Margins Random IQ Slider
χ2 p(χ2) χ2 p(χ2) χ2 p(χ2)

Overall
Random 4.882*** - - -

(2) IQ 4.102*** 10.95 0.000 - -
Slider 3.688*** 25.93 0.000 3.09 0.079 -
Grade 3.089*** 58.27 0.000 18.60 0.000 6.52 0.011

Men
Random 4.564*** - - -

(3) IQ 4.439*** 0.09 0.767 - -
Slider 3.808*** 3.44 0.064 2.35 0.126 -
Grade 3.605*** 5.32 0.211 4.12 0.042 0.26 0.613

Women
Random 5.018*** - - -

(4) IQ 4.000*** 13.06 0.000 - -
Slider 3.596*** 25.48 0.000 2.03 0.154 -
Grade 2.807*** 61.79 0.000 17.87 0.000 7.88 0.005

Table notes: Rating scale from 1 (= completely not legitimate) to 7 (= completely legit-
imate) as dependent variable. ***p < 0.01, **p < 0.05, *p < 0.1.
Explanation: The third row displays the margins of each mechanism for the three distinct
tobit regressions (Model 2 to 4). The last 6 rows includes mutual tests of significant
differences between mechanisms. In other words, a Wald-F-test is estimated to test the
null hypothesis that two mechanisms are rated equally/similar. For example, in the second
row of the first part of the table, the rating of IQ is compared to random and tested if
the evaluation between IQ and random equals zero. For this comparison, the χ2 = 10.95
and the p − value = 0.000, so that the null hypothesis has to be rejected. Consequently,
the rating of Random and IQ differ significantly.
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A.3. Part 1 - Dictator Game with Punishment

Table A.2.: Simple Dictator Game with Punishment
Punishment (1) (2) (3) (4)
Points

Default -0.285* -0.264*
(0.160) (0.157)

Mechanism -0.179 -0.154
(0.160) (0.157)

Grade-Unequal -0.169 -0.139
(0.223) (0.219)

Random-Equal -0.275 -0.248
(0.223) (0.219)

Grade-Equal -0.464** -0.418*
(0.223) (0.219)

Allocation 2.885*** 2.885*** 2.885*** 2.885***
(0.149) (0.149) (0.149) (0.149)

Choice as Dictator 0.479*** 0.479***
(0.160) (0.160)

Female -0.197 -0.198
(0.165) (0.165)

Age 0.013 0.013
(0.015) (0.015)

Constant -2.344*** -2.870*** -2.349*** -2.877***
(0.262) (0.497) (0.272) (0.502)

Wald-χ2 377.41*** 388.82*** 377.41*** 388.82***
p(χ2) 0.000 0.000 0.000 0.000
N 540 540 540 540

Table notes. Random-effects tobit regression. Dependent variable: Pun-
ishment points (from 0 to 5). Mechanism equals 1 if grade is the group-
building mechanism. Default equals 1 if the preselected option is equal.
Random-unequal is the baseline category. Allocation equals 1 if the pun-
ishment for the unequal allocation is assigned. Choice as dictator equals
one if the equal allocation is chosen as dictator. Female is a dummy
variable for the respective socio-demographic variable. Standard errors
in parentheses *p ≤ 0.1, **p ≤ 0.05,***p ≤ 0.01.
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A.4. Further Regression Analyses
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OLS Regression

Table A.5.: OLS Regression with Control Variables
Punishment Point (1) (2) (3) (4) (5) (6) (7)

Mechanism 0.008
(0.099)

Default 0.201**
(0.081)

Grade-unequal -0.018 -0.025 0.060 0.066 0.108
(0.064) (0.076) (0.062) (0.119) (0.102)

Random-equal 0.179 0.320 0.406 0.214 0.216
(0.159) (0.414) (0.420) (0.241) (0.230)

Grade-equal 0.206*** 0.337 0.353 0.108 0.136
(0.062) (0.337) (0.330) (0.156) (0.183)

Choice default -0.246 -0.248 -0.050 -0.049
(0.588) (0.578) (0.163) (0.163)

Female -0.239* -0.212 -0.258*
(0.130) (0.142) (0.148)

Age 0.012 0.017 0.020
(0.017) (0.015) (0.015)

Risk affine -0.092 -0.008 -0.004
(0.139) (0.129) (0.107)

Belief -0.245*** -0.033 -0.033
(0.048) (0.032) (0.032)

Economist -0.186* -0.225** -0.213**
(0.106) (0.109) (0.084)

Deserve role A -0.001 0.004 -0.013
(0.026) (0.026) (0.024)

Deserve role B -0.032 -0.018 -0.015
(0.028) (0.026) (0.024)

Rating random -0.054* -0.044 -0.046
(0.028) (0.029) (0.028)

Rating grade -0.009 0.014 0.011
(0.021) (0.018) (0.020)

Outcome unequal -0.079 -0.075
(0.061) (0.062)

Choice unequal 1.533*** 1.532***
(0.225) (0.226)

Outcome X Initiator 0.749*** 0.750***
(0.256) (0.257)

Pivotal 0.265 0.267
(0.301) (0.302)

BSJO equity 0.052
(0.044)

BSJO equality -0.083
(0.069)

BSJO need 0.186**
(0.086)

BSJO entitlement 0.008
(0.052)

Constant 0.513*** 0.419*** 0.427*** 0.476*** 0.852* 0.082 -0.655
(0.086) (0.033) (0.061) (0.127) (0.476) (0.435) (0.473)

r2-overall 0.000 0.006 0.006 0.013 0.045 0.330 0.341
N 2430 2430 2430 2430 2430 2430 2430
Table notes: Dependent variable: Punishment points (from 0 to 7). Random effects OLS regression, clustered
on sessions and with standard errors in parentheses. Mechanism equals 1 if grade is the group-building
mechanism. Default equals 1 if the preselected option is equal. Random-unequal is the baseline category.
Choice default equals 1 if the preselected option is chosen. The variables ‘Female’, ‘Economics’, and ‘RIsk
affine’ are dummy variables for the respective socio-demographic variable. Deserve Role A and B range
from 1 (completely not deserving) to 10 (completely deserving). Rating random and grade range from 1
(completely not legitimate) to 7 (completely legitimate). Punishment motives are dummy variables for the
respective category as defined in section 7.4.1. ***p < 0.01, **p < 0.05, *p < 0.1..
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Tobit Regression

Table A.6.: Testing for a Mechanism Effect - Marginal Effects
Initiation Pivotality

No Yes No Yes

Random not more legitimate
0.310** 1.991*** 0.405*** 0.707***
(0.155) (0.235) (0.155) (0.141)

Random more legitimate
0.516*** 1.009*** 0.529*** 0.809***
(0.067) (0.140) (0.067) (0.141)

Table notes: Average marginal effect of tobit regressions (Model 13 and 14) with standard errors
in parentheses. ∗ ∗ ∗p < 0.01, ∗ ∗ p < 0.05, ∗p < 0.1.

261



Table A.7.: Tobit Regression - Robustness checks
Punishment Only Without Without Punishment Men Female Only unequal
Points round 1 round 1 round 6 Points 0-6 outcome

Grade-unequal 0.187 0.092 0.151 0.093 0.459* -0.016 0.096
(0.199) (0.145) (0.147) (0.142) (0.249) (0.153) (0.373)

Random-equal 0.363* 0.209 0.329** 0.246* 0.593** 0.100 0.185
(0.207) (0.139) (0.141) (0.135) (0.252) (0.144) (0.330)

Grade-equal 0.049 0.166 0.125 0.148 0.348 -0.060 0.171
(0.208) (0.146) (0.147) (0.142) (0.239) (0.158) (0.338)

Choice default -0.104 -0.070 -0.098 -0.078 -0.220** 0.048 -0.076
(0.141) (0.056) (0.061) (0.049) (0.086) (0.063) (0.140)

Female -0.228 -0.266** -0.211* -0.248** / / -0.397
(0.154) (0.112) (0.113) (0.109) / / (0.248)

Age 0.011 0.021** 0.018* 0.017* 0.038** 0.013 0.016
(0.012) (0.009) (0.009) (0.009) (0.018) (0.009) (0.020)

Risk affine 0.060 -0.022 0.029 -0.015 -0.048 0.121 0.274
(0.167) (0.121) (0.123) (0.119) (0.190) (0.147) (0.307)

Belief 0.047 -0.042 -0.033 -0.021 -0.168* 0.038 -0.229
(0.150) (0.056) (0.066) (0.050) (0.089) (0.065) (0.217)

Economist 0.023 -0.258** -0.163 -0.197 -0.244 -0.113 -0.261
(0.173) (0.125) (0.127) (0.123) (0.186) (0.146) (0.284)

Deserve role A -0.009 -0.014 -0.018 -0.007 -0.049 0.029 -0.056
(0.036) (0.026) (0.026) (0.025) (0.046) (0.029) (0.068)

Deserve role B -0.020 -0.014 -0.016 -0.020 -0.008 -0.037 0.030
(0.032) (0.023) (0.023) (0.023) (0.036) (0.027) (0.063)

Rating random -0.093** -0.043 -0.069** -0.039 -0.008 -0.074** -0.208***
(0.042) (0.029) (0.030) (0.029) (0.047) (0.034) (0.067)

Rating grade 0.029 0.005 0.007 0.007 0.021 0.029 0.032
(0.045) (0.033) (0.033) (0.032) (0.052) (0.038) (0.084)

Outcome unequal -0.628*** -0.042 -0.112 -0.079 -0.068 -0.076 /
(0.240) (0.090) (0.102) (0.078) (0.136) (0.104) /

Choice unequal 2.101*** 1.430*** 1.617*** 1.526*** 1.554*** 1.520*** 1.185***
(0.195) (0.080) (0.087) (0.069) (0.126) (0.090) (0.402)

Outcome X Initiator 0.857*** 0.729*** 0.750*** 0.474*** 0.903*** 0.629*** 1.059***
(0.311) (0.139) (0.153) (0.121) (0.212) (0.159) (0.392)

Pivotal -0.177 0.356** 0.294* 0.203* 0.166 0.305* 0.561
(0.311) (0.139) (0.152) (0.120) (0.211) (0.158) (0.391)

BSJO equity 0.021 0.060 0.049 0.041 -0.109 0.121* 0.248*
(0.088) (0.064) (0.064) (0.062) (0.131) (0.065) (0.139)

BSJO equality -0.059 -0.087 -0.062 -0.079 -0.240** -0.060 -0.002
(0.079) (0.057) (0.057) (0.056) (0.100) (0.061) (0.143)

BSJO need 0.322*** 0.167** 0.197** 0.174** 0.528*** 0.005 0.157
(0.118) (0.085) (0.086) (0.083) (0.137) (0.100) (0.182)

BSJO entitlement 0.020 0.005 0.038 0.021 0.256** -0.243*** -0.235
(0.100) (0.072) (0.073) (0.071) (0.104) (0.094) (0.175)

Constant -0.834 -0.580 -0.656 -0.562 -2.257** 0.209 -0.099
(0.820) (0.594) (0.602) (0.582) (0.933) (0.673) (1.455)

Wald-χ2 262.60 1112.50 1008.01 1319.00 585.48 848.45 267.81
p(χ2) 0.000 0.000 0.000 0.000 0.000 0.000 0.000
AIC 1269.12 5771.36 4705.38 6678.18 2593.02 4381.26 1795.22
N 405 2025 1620 2419 882 1548 486

Table notes: Dependent variable: Punishment points (from 0 to 7). Random effects tobit regression with
standard errors in parentheses. Mechanism equals 1 if grade is the group-building mechanism. Default equals
1 if the preselected option is equal. Random-unequal is the baseline category. Choice default equals 1 if the
preselected option is chosen. The variables ‘Female’, ‘Economics’, and ‘RIsk affine’ are dummy variables for the
respective socio-demographic variable. Deserve Role A and B range from 1 (completely not deserving) to 10
(completely deserving). Rating random and grade range from 1 (completely not legitimate) to 7 (completely
legitimate). Punishment motives are dummy variables for the respective category as defined in section 7.4.1.
***p < 0.01, **p < 0.05, *p < 0.1..
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BSJO-scale

Table A.8.: Operationalization of the BSJO-scale
Justice
principle

Item Item text

Equity C It is just if all people have the same living conditions
(Gleichheit) (Gerecht ist, wenn alle die gleichen Lebensbedingungen haben)

K It is just if income and wealth are equally distributed among the members of
our society
(Es ist gerecht, wenn Einkommen und Vermögen in unserer Gesellschaft an
alle Personen gleich verteilt werden)

Need E A society is just if it takes care of those who are poor and needy
(Bedarf) (Eine Gesellschaft ist gerecht, wenn sie sich um die Schwachen und

Hilfsbedürftigen kümmert)
J It is just if people taking care of their children or their dependent relatives

receive special support and benefits
(Es ist gerecht, wenn Personen, die Kinder oder pflegebedürftige Angehörige
zu versorgen haben, besondere Unterstützung und Vergünstigungen erhalten)

Equity B It is just if hard working people earn more than others
(Leistung) (Es ist gerecht, wenn Personen, die hart arbeiten, mehr verdienen als andere)

I It is just if every person receives only that which has been acquired through
their own efforts
(Gerecht ist, wenn jede Person nur das bekommt, was sie sich durch eigene
Anstrengungen erarbeitet hat)

Entitlement D It is just if members of respectable families have certain advantages in their
lives

(Anrecht) (Es ist gerecht, wenn Personen, die aus angesehenen Familien stammen,
dadurch Vorteile im Leben haben)

L It is fair if people on a higher level of society have better living conditions
than those on the lower level
(Es ist gerecht, wenn diejenigen, die in einer Gesellschaft oben stehen, bessere
Lebensbedingungen haben als diejenigen, die unten stehen)

Notes: Items were asked in alphabetical order. German translation, as used in this study in parentheses.
The introductory text reads: “There are different ideas about how a society can be fair and just. What
is your personal opinion about this?” / “Es gibt unterschiedliche Vorstellungen darüber, wann eine
Gesellschaft gerecht ist. Wie ist Ihre persönliche Meinung dazu? Bitte geben Sie an, ob Sie jeweils: voll
zustimmen, etwas zustimmen, weder zustimmen noch ablehnen, etwas ablehnen oder ganz ablehnen”

Source: Based on Hülle et al. (2018)
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Table A.9.: Descriptive Statistics of Items and Dimensions of the BSJO-scale in LINOS-1
and this Study

LINOS-1 This study

Item Mean SD Mean SD

Equality C 3.30 1.30 3.67 1.29

K 2.26 1.26 2.69 1.31

Subscale 2.78 1.09 3.18 1.11

Need E 4.56 0.64 4.41 0.89

J 4.60 0.63 4.48 0.82

Subscale 4.58 0.50 4.44 0.73

Equity B 4.48 0.74 4.01 1.04

I 3.57 1.17 3.03 1.20

Subscale 4.03 0.76 3.52 0.94

Entitlement D 1.62 0.92 1.75 1.06

L 2.29 1.16 2.02 1.11

Subscale 1.95 0.85 1.89 0.95
Table notes: SD = standard deviation. Scale ranging
from (1)“strongly disagre” to (5) “strongly agre”.
LINOS-1: N = 4509; this study: N = 270.
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Further Analyses

Table A.10.: Top-5 Answers of Recipients by Default, Mechanism, and Treatments

Default Mechanism

Answer Overall Unequal Equal Random Grade

1. punishment costs / is expensive 28.24% 23.88% 32.81% 23.88% 32.81%

2. unequal choice 23.66% 22.39% 25.00% 17.91% 29.69%

3. fairness 21.37% 26.87% 15.63% 25.37% 17.19%

4. equal choice 19.85% 17.91% 21.88% 20.90% 18.75%

5. punishment brings no advantage 17.56% 10.45% 25.00% 14.93% 20.31%

Table notes: Multiple answers are possible.
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Comparison to Bartling et al. (2015)

Table A.11.: Comparison to Bartling et al. (2015) - Random Treatments
Allocation Voting Voter 1 Voter 2 Voter 3 Pivotal Pivotal Unkind

sequence vs. all vs. unkind vs. all

Bartling et al. (2015) Wilkoxon sign rank

Unequal u-u-u 1.50 1.85 0.86 p<0.001 p=0.294

u-u-e 1.86 1.92 0.26 p<0.001 p=0.960

u-e-u 1.68 0.07 2.39 p<0.001 p=0.006

e-u-u 0.11 1.83 2.33 p<0.001 p=0.012

Equal u-e-e 1.33 0.10 0.08

e-u-e 0.17 1.43 0.08

e-e-u 0.06 0.03 0.92

e-e-e 0.08 0.07 0.03

This study Wilkoxon ranksum

Unequal u-u-u 1.11 0.89 1.00 p=0.977 p=0.920 p=0.885

u-u-e 2.42 2.25 0.17 p=0.033 p=0.617 p=0.006

u-e-u 2.59 0.19 2.26 p=0.021 p=0.654 p=0.003

e-u-u 0.00 2.67 1.60 p=0.271 p=0.154 p=0.004

Equal u-e-e 1.36 0.14 0.19

e-u-e 0.10 1.31 0.10

e-e-u 0.05 0.48 2.57

e-e-e 0.17 0.12 0.16

Notes: “u” denotes a choice of the unequal allocation; “e” denotes a choice of the equal
allocation. The three rightmost columns show p-values of Wilcoxon signed rank tests for
Bartling et al. (2015) and a ranksum test for this study comparing the punishment for the
pivotal decision-maker to the punishment for the two other decision-makers (“pivotal vs.
all”) and to the punishment for the other intentionally unkind decision-maker only (“pivotal
vs. unkind”). Additionally, in this study a comparison between the punishment for the
unkind decision-maker to the punishment for the two other decision-makers (“unkind vs.
all”) is added.
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Expected Punishment

Table A.14.: Tobit Regression - Expected Punishment
Expected (1) (2) (3) (4) (5) (6) (7)Punishment

Mechanism -0.077
(0.110)

Default 0.269**
(0.108)

Grade-unequal -0.257* -0.266* -0.259* -0.159 -0.150
(0.149) (0.150) (0.145) (0.100) (0.100)

Random-equal 0.096 0.278* 0.304** 0.136 0.128
(0.149) (0.155) (0.150) (0.103) (0.103)

Grade-equal 0.196 0.365** 0.348** 0.139 0.120
(0.149) (0.155) (0.156) (0.108) (0.108)

Choice default -0.318*** -0.315*** -0.122*** -0.120***
(0.072) (0.072) (0.045) (0.045)

Female 0.082 0.029 0.012
(0.113) (0.078) (0.080)

Age 0.003 -0.002 -0.005
(0.010) (0.007) (0.007)

Risk affine 0.201* 0.064 0.074
(0.111) (0.077) (0.077)

Economist 0.199 0.092 0.104
(0.123) (0.085) (0.088)

Deserve role A -0.013 -0.009 -0.008
(0.022) (0.015) (0.015)

Deserve role B -0.004 0.006 0.011
(0.025) (0.017) (0.019)

Rating random 0.010 -0.009 -0.008
(0.030) (0.021) (0.022)

Rating grade 0.086*** 0.019 0.030
(0.031) (0.021) (0.023)

Outcome unequal -0.031 -0.028
(0.073) (0.073)

Choice unequal 3.249*** 3.250***
(0.064) (0.064)

Outcome X Initiator -0.569*** -0.569***
(0.111) (0.111)

Pivotal -0.982*** -0.982***
(0.111) (0.111)

BSJO equity -0.016
(0.042)

BSJO equality 0.046
(0.035)

BSJO need -0.014
(0.054)

BSJO entitlement -0.012
(0.044)

Constant 0.808*** 0.639*** 0.762*** 0.826*** 0.378 0.225 0.225
(0.077) (0.075) (0.103) (0.105) (0.378) (0.260) (0.393)

Wald-χ2 0.49 6.23 9.80 28.96 / / /
p(χ2) 0.485 0.013 0.020 0.000 / / /
AIC 8682.50 8676.89 8677.52 8660.33 8661.99 6285.41 6290.39
N 2430 2430 2430 2430 2430 2430 2430
Table notes: Dependent variable: expected punishment points (from 0 to 7). Random effects tobit regression
with standard errors in parentheses. Mechanism equals 1 if grade is the group-building mechanism. Default
equals 1 if the preselected option is equal. Random-unequal is the baseline category. Choice default equals
1 if the preselected option is chosen. The variables ‘Female’, ‘Economics’, and ‘Risk affine’ are dummy
variables for the respective socio-demographic variable. Deserve Role A and B range from 1 (completely not
deserving) to 10 (completely deserving). Rating random and grade range from 1 (completely not legitimate)
to 7 (completely legitimate). Punishment motives are dummy variables for the respective category as defined
in section 7.4.1. ***p < 0.01, **p < 0.05, *p < 0.1..
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